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Introduction
• Thermally-driven fluid flows are ubiquitous
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• Two model systems:

on local properties becomes meaningless when the buoyancy effect is

strong, e.g., in convective atmospheric boundary layer [28]. A better under-

standing of the underlying physics in buoyancy-driven turbulence is critical

in developing more robust models.

To understand the essential physics of buoyancy-driven turbulence,

convection with simple geometry is typically used in physical experiments

or numerical simulations. Two buoyancy-driven convections with simple

geometry are illustrated in Fig 1: differentially heated vertical channel

(DHVC) and Rayleigh-B!enard convection (RBC). In both cases, flow

and heat transport occurs between two parallel plates, which are maintained

at different temperatures. In DHVC, the temperature gradient is perpendic-

ular to the gravity, but in RBC, the temperature gradient is aligned with the

gravity. In DHVC, hotter fluid ascends along the hot plate side, and at the

same time, colder fluid descends along the cold plate side. In turbulent

RBC, a prominent feature is the rising up of hot fluid as plumes and falling

down of cold fluid as inverted plumes.

RBC has been extensively studied in physical laboratories for more than

one hundred years. During the past thirty years, numerical simulation, espe-

cially direct numerical simulation (DNS), has become an important tool in

the study of turbulent flows, including buoyancy-driven convection, RBC

Fig. 1 Canonical configurations of buoyancy-driven convection. (A) Differentially
heated vertical channel (DHVC). The hotter fluid rises up on the left side, and the colder
fluid descends on the right side. (B) Rayleigh–B!enard convection. The mean flow is zero

and the mean temperature is antisymmetric about the mid-plane. Θ ¼def Thot " T is the
mean transformed temperature.
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• Control parameters:
   Rayleigh (Ra) and Prandtl numbers (Pr)

   
    aspect ratios Ly/H and Lz/H

a, n, and k are the thermal expansion 
coefficient, kinematic viscosity, and 
thermal diffusivity of the fluid, respectively
D = temperature difference
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Figure 1. (a) A schematic of the simulation domain. (b,c) Mean profiles of the vertical velocity and the
temperature for Ra = 108 and a range of Pr. Recall that the mean profiles are anti-symmetric such that
v̄(x) = −v̄(H − x).

2. Numerical set-up, simulations and control and response parameters

2.1. Dynamical equations and control parameters
We consider the Navier–Stokes equations subject to the Oberbeck–Boussinesq
approximation, where changes in density ρ are only relevant in the buoyancy and a
linear equation of state relates the density changes to temperature T . These equations read
∇ · u = 0 and

∂tu + (u · ∇)u = − 1
ρ0

∇p + ν∇2u + gαT ŷ, (2.1)

∂tT + u · ∇T = κ∇2T, (2.2)

where u = (u, v, w) is the velocity field, p the kinematic pressure, ν kinematic viscosity,
κ the molecular diffusivity of heat, g gravitational acceleration, α the thermal expansion
coefficient and ρ0 a reference density. We solve these equations in a vertical channel
domain between two no-slip, impermeable, isothermal walls. These walls are separated
by a distance H and the temperature difference between them is ∆. As in Ng et al. (2015)
and shown in figure 1, we consider a domain of length 8H in the vertical (y) and length 4H
in the spanwise (z) direction, and impose periodic boundary conditions on u, p and T in
these directions, y and z. In a convective system, we can scale the velocity by the free-fall
velocity UT =

√
gα∆H so that the dynamics of the system is solely determined by the

Rayleigh and Prandtl numbers

Ra = gαH3∆

νκ
, Pr = ν

κ
. (2.3a,b)

These are the only control parameters of the system, aside from parameters
characterising the geometry of the flow domain. Their ratio Gr = Ra/Pr = gαH3∆/ν2

is also called the Grashof number.
The governing equations (2.1) and (2.2) are solved numerically using a second-order

finite difference scheme for spatial derivatives and a third-order Runge–Kutta scheme for
time stepping, as described in Verzicco & Orlandi (1996) and van der Poel et al. (2015).
For high values of Pr, the temperature field must be resolved at smaller scales than the
velocity field because the temperature field diffuses on the time scale of the order of Pr−1
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2. Numerical set-up, simulations and control and response parameters

2.1. Dynamical equations and control parameters
We consider the Navier–Stokes equations subject to the Oberbeck–Boussinesq
approximation, where changes in density ρ are only relevant in the buoyancy and a
linear equation of state relates the density changes to temperature T . These equations read
∇ · u = 0 and

∂tu + (u · ∇)u = − 1
ρ0

∇p + ν∇2u + gαT ŷ, (2.1)

∂tT + u · ∇T = κ∇2T, (2.2)

where u = (u, v, w) is the velocity field, p the kinematic pressure, ν kinematic viscosity,
κ the molecular diffusivity of heat, g gravitational acceleration, α the thermal expansion
coefficient and ρ0 a reference density. We solve these equations in a vertical channel
domain between two no-slip, impermeable, isothermal walls. These walls are separated
by a distance H and the temperature difference between them is ∆. As in Ng et al. (2015)
and shown in figure 1, we consider a domain of length 8H in the vertical (y) and length 4H
in the spanwise (z) direction, and impose periodic boundary conditions on u, p and T in
these directions, y and z. In a convective system, we can scale the velocity by the free-fall
velocity UT =

√
gα∆H so that the dynamics of the system is solely determined by the

Rayleigh and Prandtl numbers

Ra = gαH3∆

νκ
, Pr = ν

κ
. (2.3a,b)

These are the only control parameters of the system, aside from parameters
characterising the geometry of the flow domain. Their ratio Gr = Ra/Pr = gαH3∆/ν2

is also called the Grashof number.
The governing equations (2.1) and (2.2) are solved numerically using a second-order

finite difference scheme for spatial derivatives and a third-order Runge–Kutta scheme for
time stepping, as described in Verzicco & Orlandi (1996) and van der Poel et al. (2015).
For high values of Pr, the temperature field must be resolved at smaller scales than the
velocity field because the temperature field diffuses on the time scale of the order of Pr−1
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• Heat transfer is measured by the dimensionless 
Nusselt number (Nu):

which is defined as the actual heat flux Q normalized 
by that when there were only heat conduction

k is the thermal conductivity of the fluid

2

(with � = 0.321) and Pr was found [16]. Upon variations
of the control parameters, the system also responds with
changes in the wall shear stress, the mean shear stress at
the boundaries, and the peak velocity in the convective
flow, and e↵ective power-law dependence on Ra and Pr
have also been reported for these responses [16]. To save
computational e↵orts, DNS in two dimensions with adia-
batic boundary condition in the horizontal direction have
been carried out. It was found that � is closer to 1/4 than
1/3 for Pr = 0.71 and 6 ⇥ 108  Ra  1010 [17, 18] but
a recent study at Pr = 10 and Ra up to 1014 shows that
there is a sharp transition from � = 1/4 to � = 1/3 when
Ra � 5 ⇥ 1010 [19]. There have been di↵erent theoreti-
cal attempts to understand turbulent vertical convection.
One approach is to identify relevant length, velocity and
temperature scales in di↵erent regions, such as inner re-
gion next to the boundary and outer region further away
from the boundary, and develop scaling functions of ve-
locity and temperature in each region [20–22]. Another
attempt is to extend the ideas of the scaling theory of
Grossmann and Lohse [23–26], which has successfully ac-
counted for Nu(Ra,Pr) for a wide range of Ra and Pr in
Rayleigh-Bénard convection, to vertical convection but a
major di�culty is the lack of closed relationships among
the relevant quantities in vertical convection [15].

In this Letter, we present a theoretical analysis of large
aspect-ratio turbulent vertical convection that yields re-
lationships between heat flux and wall shear stress and
their dependence on Ra and Pr in the high-Ra limit. We
check our results using the the openly available numeri-
cal data for 38 di↵erent sets of Ra and Pr from the DNS
study by Howland et al. [16].

We consider a fluid confined between two vertical walls,
where the left wall heated at a temperature Th and the
right wall cooled at a temperature Tc, and the temper-
ature di↵erence is � = Th � Tc (see Fig. 1). With the
Oberbeck-Boussinesq approximation which neglects the
variation of temperature in the fluid for all purposes ex-
cept for the determination of the buoyancy force, the
governing equations are

@u

@t
+ u ·ru = �1

⇢
rp+ ⌫r2u+ ↵g(T � T0)ẑ (1)

@u

@t
+ u ·rT = r2

T (2)

r · u = 0 (3)

where u(x, y, z, t) = (u, v, w) is the velocity field,
T (x, y, z, t) the temperature field, T0 the average tem-
perature of the two vertical plates, g the acceleration
due to gravity, and ↵, ⌫ and  are respectively the iso-
baric thermal expansion coe�cient, kinematic viscosity
and thermal di↵usivity of the fluid. The coordinate sys-
tem is shown in Fig. 1 and ẑ is a unit vector along the
vertical direction. No slip boundary condition for the
velocity field is satisfied at the two vertical plates.

The flow quantities are Reynolds decomposed
into sums of time averages and fluctuations, e.g.,
u(x, y, z, t) = U(x, y, z) + u

0(x, y, z, t) and T (x, y, z, t) �

T0 = ⇥(x, y, z) + ✓
0(x, y, z, t). We focus at the idealized

large aspect-ratio limit, namely L/H � 1 andW/H � 1.
In this limit, all the mean flow quantities depend on x

only. Using the continuity equation Eq. (3) and the no-
slip boundary condition, we obtain U = 0. Taking time
average of Eqs. (1) and (2) leads to the mean momentum
balance and mean thermal energy balance equations

d

dx
hu0

v
0it = ⌫

d
2

dx2
V + ↵g⇥ (4)

d

dx
hu0

✓
0it = 

d
2

dx2
⇥ (5)

where h· · · it denotes an average over time. In DNS where
the computational domain is finite and periodic bound-
ary conditions are used in the y and z directions, the
same equations can be derived for the mean quantities
averaged over time as well as over y and z as noted in
[16]. Equation (4) describes the balance of the Reynolds
shear stress, �⇢hu0

v
0it, the viscous stress and the buoy-

ancy force while Eq. (5) describes the balance of the tur-
bulent and conductive heat flux. Due to the symmetry of
the problem, the mean velocity and temperature profiles
V (x) and ⇥(x) are antisymmetric about x = H/2 thus
we only have to study Eqs. (4) and (5) for 0  x  H/2.
The boundary conditions are

V (0) = V (H/2) = ⇥(H/2) = 0; ⇥(0) = �/2 (6)

Integrating Eq. (5), we obtain

hu0
✓
0it � 

d⇥

dx
= �

d⇥

dx

����
x=0

(7)

showing that the horizontal heat flux Q = ⇢chu0
✓
0it �

kd⇥/dx along the x direction is independent of x. Here,
c and k are the specific heat capacity and thermal con-
ductivity of the fluid, respectively. Thus, we have

Nu ⌘ Q

k�/H
= �d⇥

dx

����
x=0

H

�
⌘ H

2�T
(8)

and we have further defined the thermal boundary layer
thickness by �T ⌘ k�/(2Q). Integrating Eq. (4) gives

⌫
dV

dx

����
x=0

= ↵g

Z x0

0
⇥(x0)dx0 (9)

where x0 is the location at which the magnitudes of the
Reynolds shear stress and viscous stress are equal, i.e.,
x0 is defined by ⌫dV /dx|x=x0 = hu0

v
0it(x0). Near the

wall, the viscous stress dominates over the small positive
Reynolds stress. As one moves away from the wall, the
viscous stress decreases to a small negative value while
the Reynolds shear stress becomes negative and its mag-
nitude increases and dominates over that of the viscous
stress in the outer layer towards the centerline x = H/2.
The magnitudes of the two stresses are equal at x = x0.
Equation (9) thus shows explicitly that the wall shear
stress ⌧w = ⇢⌫dV/dx|x=0 is generated by buoyancy and
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• With the Oberbeck-Bousinessq approximation, the 
governing equations of motion are
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(with � = 0.321) and Pr was found [16]. Upon variations
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changes in the wall shear stress, the mean shear stress at
the boundaries, and the peak velocity in the convective
flow, and e↵ective power-law dependence on Ra and Pr
have also been reported for these responses [16]. To save
computational e↵orts, DNS in two dimensions with adia-
batic boundary condition in the horizontal direction have
been carried out. It was found that � is closer to 1/4 than
1/3 for Pr = 0.71 and 6 ⇥ 108  Ra  1010 [17, 18] but
a recent study at Pr = 10 and Ra up to 1014 shows that
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Ra � 5 ⇥ 1010 [19]. There have been di↵erent theoreti-
cal attempts to understand turbulent vertical convection.
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gion next to the boundary and outer region further away
from the boundary, and develop scaling functions of ve-
locity and temperature in each region [20–22]. Another
attempt is to extend the ideas of the scaling theory of
Grossmann and Lohse [23–26], which has successfully ac-
counted for Nu(Ra,Pr) for a wide range of Ra and Pr in
Rayleigh-Bénard convection, to vertical convection but a
major di�culty is the lack of closed relationships among
the relevant quantities in vertical convection [15].

In this Letter, we present a theoretical analysis of large
aspect-ratio turbulent vertical convection that yields re-
lationships between heat flux and wall shear stress and
their dependence on Ra and Pr in the high-Ra limit. We
check our results using the the openly available numeri-
cal data for 38 di↵erent sets of Ra and Pr from the DNS
study by Howland et al. [16].

We consider a fluid confined between two vertical walls,
where the left wall heated at a temperature Th and the
right wall cooled at a temperature Tc, and the temper-
ature di↵erence is � = Th � Tc (see Fig. 1). With the
Oberbeck-Boussinesq approximation which neglects the
variation of temperature in the fluid for all purposes ex-
cept for the determination of the buoyancy force, the
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where u(x, y, z, t) = (u, v, w) is the velocity field,
T (x, y, z, t) the temperature field, T0 the average tem-
perature of the two vertical plates, g the acceleration
due to gravity, and ↵, ⌫ and  are respectively the iso-
baric thermal expansion coe�cient, kinematic viscosity
and thermal di↵usivity of the fluid. The coordinate sys-
tem is shown in Fig. 1 and ẑ is a unit vector along the
vertical direction. No slip boundary condition for the
velocity field is satisfied at the two vertical plates.

The flow quantities are Reynolds decomposed
into sums of time averages and fluctuations, e.g.,
u(x, y, z, t) = U(x, y, z) + u

0(x, y, z, t) and T (x, y, z, t) �
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same equations can be derived for the mean quantities
averaged over time as well as over y and z as noted in
[16]. Equation (4) describes the balance of the Reynolds
shear stress, �⇢hu0

v
0it, the viscous stress and the buoy-

ancy force while Eq. (5) describes the balance of the tur-
bulent and conductive heat flux. Due to the symmetry of
the problem, the mean velocity and temperature profiles
V (x) and ⇥(x) are antisymmetric about x = H/2 thus
we only have to study Eqs. (4) and (5) for 0  x  H/2.
The boundary conditions are

V (0) = V (H/2) = ⇥(H/2) = 0; ⇥(0) = �/2 (6)

Integrating Eq. (5), we obtain
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kd⇥/dx along the x direction is independent of x. Here,
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ductivity of the fluid, respectively. Thus, we have
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and we have further defined the thermal boundary layer
thickness by �T ⌘ k�/(2Q). Integrating Eq. (4) gives

⌫
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where x0 is the location at which the magnitudes of the
Reynolds shear stress and viscous stress are equal, i.e.,
x0 is defined by ⌫dV /dx|x=x0 = hu0

v
0it(x0). Near the

wall, the viscous stress dominates over the small positive
Reynolds stress. As one moves away from the wall, the
viscous stress decreases to a small negative value while
the Reynolds shear stress becomes negative and its mag-
nitude increases and dominates over that of the viscous
stress in the outer layer towards the centerline x = H/2.
The magnitudes of the two stresses are equal at x = x0.
Equation (9) thus shows explicitly that the wall shear
stress ⌧w = ⇢⌫dV/dx|x=0 is generated by buoyancy and
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Earlier Work
(I) Laminar Vertical Convection

• Pioneer work by Batchelor 1954

• For very small Ra, Nu ≈ 1 + 𝑎Ra2

209

QUARTERLY OF APPLIED MATHEMATICS
Vol. XII October, 1954 No. 3

HEAT TRANSFER BY FREE CONVECTION ACROSS A CLOSED CAVITY
BETWEEN VERTICAL BOUNDARIES AT DIFFERENT TEMPERATURES*

BY

G. K. BATCHELOR
Trinity College, Cambridge, England

Summary. The two-dimensional convective motion generated by buoyancy forces
on the fluid in a long rectangle, of which the two long sides are vertical boundaries held
at different temperatures, is considered with a view to the determination of the rate of
transfer of heat between the two vertical boundaries. The governing equations are set
up; they reveal that the flow is determined uniquely by the Prandtl number <r, the
Rayleigh number A = g{Tx — T0)(f /(T0kv), and the ratio of the sides of the rectangle
l/d. In the case of cavities used for thermal insulation of buildings, which is kept specially
in mind throughout the paper, A is usually about 1000 d3 (where d is in centimeters),
and l/d takes values between about 5 and 200.

The essence of the problem is to determine which of several different flow regimes
occurs at any given values of A and l/d. It appears that with the above practical values
the flow is not decisively of one single kind, and the discussion of the heat transfer for
each of several ranges of values of A and l/d is necessary. Sections 4, 5 and 6 are con-
cerned with laminar flow regimes characterized by very small values of A, large values
of l/d, and large values of A, respectively. In Section 7 approximate criteria for these
flows to be stable are established, and in Section 8 the expressions for the heat transfer
when the flow is turbulent are considered briefly. The unified picture provided by all
these different results is considered in Section 9.

A comparison of the theoretical predictions about the heat transfer with the limited
experimental data, mostly obtained by Mull and Reiher (1930), is made. Theory and
experiment agree in suggesting that, under practical conditions, the effect of convection
is negligible for d < 1 cm, and that the heat transfer per unit area of vertical boundary
decreases as d increases, provided d < 2.5 cm, and remains approximately constant
(at a value proportional to Z-1/4) for further increase of d.

1. The background to the problem. The purpose of this paper is to determine the
rate at which heat is transferred across the air space between two plane parallel vertical
boundaries which are held at different temperatures. The air space is closed by horizontal
boundaries distance I apart (I being large compared with the distance d between the
vertical walls, in general), as sketched in Fig. 1. In the remaining direction, at right
angles to the plane of the sketch, the air space is regarded as extending to infinity. All
boundary conditions will be assumed uniform in this latter direction, and the convective

*Received May 6, 1953.
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Nu(Ra, Pr) has been determined by solving steady-state 
boundary layer equations

                                                                             

 
Re= Vmax H/n

11

• Governing equations of motion are:

• Heat flux is measured by the dimensionless Nusselt number (Nu)
  Nu = Q/(k D/H),        D =Th-Tc k is thermal conductivity 

• Control parameters:  Rayleigh and Prandtl numbers 
      and aspect ratios Ly /H, Lz /H

• For laminar vertical convection, dependence of Nu on Ra and Pr has been 
found by solving the steady-state boundary-layer equations:   
 Nu ~ Ra1/4 Pr1/4  for Pr <<1 

Nu ~ Ra1/4 Pr0      for Pr >>1

T0  is the average temperature of 
the two walls
a, n, and k are the thermal 
expansion coefficient, kinematic 
viscosity, and thermal diffusivity

S. Ostrach, NACA Rep. 1111, 63 (1953)
H.K. Kuiken, J. Engg. Math. 2, 355 (1968)
O. Shishkina, Phys. Rev. E 93, 051102(R) (2016)

Nu(Ra, Pr) has been fully determined for laminar vertical 
convection by solving the steady-state boundary-layer equations

RAPID COMMUNICATIONS

MOMENTUM AND HEAT TRANSPORT SCALINGS IN . . . PHYSICAL REVIEW E 93, 051102(R) (2016)

FIG. 3. (a), (c) Ra dependences and (b), (d) Pr dependences of (a), (b) the Nusselt number and (c), (d) the Reynolds number, as obtained in
the DNS of VC for (a), (c) Pr = 0.1 (dotted circle), Pr = 1 (upward triangle), Pr = 10 (dotted square), and for (b), (d) Ra = 106 (dotted diamond)
and Ra = 107 (downward triangle). For laminar vertical convection the simulations support the scalings Nu ∼ Pr1/4 Ra1/4, Re ∼ Pr−1/2 Ra1/2

for small Pr [Eq. (22)], and Nu ∼ Pr0 Ra1/4, Re ∼ Pr−1 Ra1/2 for large Pr [Eq. (20)]. There is a transition from one scaling regime to another at
Pr ≈ 0.1.

Indeed, the vertical velocity equals

ux = ∂z" = Pra+d Rab+e(ν/H )(x/H )c+f φξ (11)

and its maximum is achieved at a certain value of ξ = ξ̂ , where
φξξ (ξ̂ ) = 0. From (10) and (11) we obtain

Re = Pra+d Rab+e(c + f + 1)−1φξ

(
ξ̂
)
. (12)

Thus, Re ∼ Pra+d Rab+e if there exist constants a, b, c, d, e,
and f such that the BL equations for φ(ξ ) (7) and θ (ξ ) (8) and
their BCs are independent of Pr and Ra.

From (4) and (5) and (6)–(8) we obtain that the BCs for
φ and θ are indeed independent of Pr and Ra, i.e., φ(0) =
φξ (0) = 0, φξ (∞) = 0, and θ (0) = 1, θ (∞) = 0. To find the
desired constants a, b, c, d, e, and f , we substitute (6)–(8)
into (1) and (2) and require the independence of the resulting
BL equations from Pr and Ra. Thus, the substitution into the
energy equation (2) leads to

θξξ + f Prd−a+1 Rae−b(x/H )f −c−1φ θξ = 0, (13)

and, hence, the constants are related as follows:

d = a − 1, e = b, f = c + 1. (14)

The energy equation (13) is then reduced to

θξξ + (c + 1)φ θξ = 0. (15)

Using (6)–(8) and (14), from (1) we obtain

Pr4a φξξξ + Pr4a−1[(c + 1)φφξξ − (2c + 1)(φξ )2]

−Ra1−4b(x/H )−4c−1θ/2 = 0. (16)

For the independence of the momentum equation (16) from
Ra and for the existence of the similarity solution with respect

to ξ , the constants b and c must be equal to

b = 1/4, c = −1/4, (17)

and, therefore, (16) is reduced to

4 Pr4a φξξξ + Pr4a−1[3φφξξ − 2(φξ )2] − 2θ = 0. (18)

For Pr % 1 the first term in (18) dominates the second one,
therefore a must be taken equal to 0 and the second term in (18)
is negligible in this case. Thus, for Pr % 1,

a = 0, b = 1
4 , c = − 1

4 , d = −1, e = 1
4 , f = 3

4 ,

(19)

and Nu (9) and Re (12) scale with Pr and Ra as

Nu ∼ Pr0 Ra1/4, Re ∼ Pr−1 Ra1/2, for Pr % 1. (20)

For Pr & 1, the first term in (18) is negligible and a = 1/4.
In this case,

a = 1
4 , b = 1

4 , c = − 1
4 , d = − 3

4 , e = 1
4 , f = 3

4 ,

(21)

and the corresponding scalings are

Nu ∼ Pr1/4 Ra1/4, Re ∼ Pr−1/2 Ra1/2, for Pr & 1. (22)

To check whether the scalings (20) and (22) hold in laminar
VC for, respectively, large and small Pr, a set of simulations
was conducted (Fig. 1). The code used was GOLDFISH, as in
Refs. [6,12], and the mesh resolution requirements of Ref. [41]
were fulfilled. The number of computational grid nodes ranges
from 2.4 × 106 for Ra = 105 to 1.5 × 108 for Ra = 1010,
which correspond to the grids 96 × 128 × 192 and 384 ×
512 × 768 in cylindrical coordinates (r,ϕ,z), respectively.
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FIG. 3. (a), (c) Ra dependences and (b), (d) Pr dependences of (a), (b) the Nusselt number and (c), (d) the Reynolds number, as obtained in
the DNS of VC for (a), (c) Pr = 0.1 (dotted circle), Pr = 1 (upward triangle), Pr = 10 (dotted square), and for (b), (d) Ra = 106 (dotted diamond)
and Ra = 107 (downward triangle). For laminar vertical convection the simulations support the scalings Nu ∼ Pr1/4 Ra1/4, Re ∼ Pr−1/2 Ra1/2

for small Pr [Eq. (22)], and Nu ∼ Pr0 Ra1/4, Re ∼ Pr−1 Ra1/2 for large Pr [Eq. (20)]. There is a transition from one scaling regime to another at
Pr ≈ 0.1.
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and f such that the BL equations for φ(ξ ) (7) and θ (ξ ) (8) and
their BCs are independent of Pr and Ra.

From (4) and (5) and (6)–(8) we obtain that the BCs for
φ and θ are indeed independent of Pr and Ra, i.e., φ(0) =
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and the corresponding scalings are
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To check whether the scalings (20) and (22) hold in laminar
VC for, respectively, large and small Pr, a set of simulations
was conducted (Fig. 1). The code used was GOLDFISH, as in
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were fulfilled. The number of computational grid nodes ranges
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We derive the dependence of the Reynolds number Re and the Nusselt number Nu on the Rayleigh number
Ra and the Prandtl number Pr in laminar vertical convection (VC), where a fluid is confined between two
differently heated isothermal vertical walls. The boundary layer equations in laminar VC yield two limiting scaling
regimes: Nu ∼ Pr1/4 Ra1/4, Re ∼ Pr−1/2 Ra1/2 for Pr # 1 and Nu ∼ Pr0 Ra1/4, Re ∼ Pr−1 Ra1/2 for Pr $ 1. These
theoretical results are in excellent agreement with direct numerical simulations for Ra from 105 to 1010 and Pr
from 10−2 to 30. The transition between the regimes takes place for Pr around 10−1.
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Thermally driven flows are ubiquitous in nature. The
classically paradigmatic systems for studying such flows are
Rayleigh-Bénard convection (RBC) [1–7], where a fluid is
confined between a heated bottom plate and a cooled top
plate, horizontal convection (HC) [8–10], where the fluid is
heated at one part of the bottom plate and cooled at some
other part, and vertical convection (VC), where the fluid is
confined between two differently heated isothermal vertical
walls [11–13]. The different boundary conditions (BCs) and
convection cell geometries are known to significantly influence
the mean convective heat and momentum transport [14–17],
measured by the Nusselt number (Nu) and Reynolds number
(Re), respectively.

In VC, as in RBC, the mean characteristics of the flow
are determined by the Rayleigh number Ra ≡ αg"H 3/(κν),
the Prandtl number Pr ≡ ν/κ , and the cell geometry. Here, ν
denotes the kinematic viscosity, κ the thermal diffusivity, α
the isobaric thermal expansion coefficient of the fluid, g the
acceleration due to gravity, H the diameter of the plates (in VC)
or distance between the plates (in RBC), and " ≡ T+ − T− >
0, with T+ and T− the temperature of, respectively, the heated
and cooled plates.

How Re and Nu scale with Ra and Pr is one of the main
issues in the study of thermally driven flows. For RBC, where
the time- and volume-averaged kinetic dissipation rate (εu)
and thermal dissipation rate (εθ ) are exactly expressed in
terms of Ra, Nu, and fluid properties, Grossmann and Lohse
developed a scaling theory (GL) [18,19], which is based on
a decomposition of εu and εθ into their boundary-layer (BL)
and bulk contributions and their further analysis. The theory
successfully predicts heat transport in RBC [1,20] and is also
applicable to HC [10]. In contrast to RBC, in VC, the exact
relation for εu generally does not hold, which impedes the
applicability of GL to predict the scalings in VC.

Previous experimental and numerical studies of VC report
the scaling exponent β in the power law Nu ∼ Raβ , varying
from 1/4 to 1/3. In laminar VC it is about 1/4 [21–24],
being slightly larger for very small Ra, where the geometrical
cell confinement influences the heat transport [11,13,25,26],
and for very large Ra, where the VC flows become fully
turbulent [27,28]. The dependences of Nu on Pr and of Re

*Olga.Shishkina@ds.mpg.de

on Ra and Pr in VC have been less investigated. For similar
cell geometry and ranges of Ra and Pr, the heat transport in
VC (from vertical surfaces) generally differs from that in RBC
(from horizontal surfaces) [11,29–33]. Furthermore, for the
same Ra, Pr, and cell geometry, the VC and RBC flows can be
in different states. For example, for Pr = 1, Ra = 108, and a
cylindrical container of aspect ratio 1, the VC flow is steady,
while the RBC flow is turbulent, as has been shown in direct
numerical simulations (DNS), where the inclination angle of
the cell varied from 0 (RBC) to π/2 (VC) [12].

In this Rapid Communication we derive the dependences of
Re and Nu on Ra and Pr in laminar VC, based on an analysis of
the BL equations. The theoretical scalings of Nu and Re with
Ra are supported by the DNS of VC in a cylindrical container
of equal height and diameter, for Pr = 0.1, 1, and 10 in the
range 105 ! Ra ! 1010, while the scalings of Nu and Re with
Pr are supported by the DNS for Ra = 106 and 107 in the
range 10−2 ! Pr ! 30 (Fig. 1). We show that the theoretical
predictions are in excellent agreement with the DNS results
(Fig. 3).

Following Ostrach [34], we consider a fluid flow along a
vertical heated plate and set up the coordinate system so that the
x direction is along the plate and the z direction is horizontal
away from the plate. We assume that the mean flow in the other
horizontal direction is much weaker than that in x or z and,
therefore, consider a two-dimensional flow that depends on x
and z only. Under the standard BL approximation we obtain
the BL equations (1)–(3) with BCs (4) and (5) for fluid motion
near a hot vertical plate,

ux∂xux + uz∂zux = ν∂2
z ux + αg(T − T0), (1)

ux∂xT + uz∂zT = κ∂2
z T , (2)

∂xux + ∂zuz = 0, (3)

ux(x,0) = uz(x,0) = 0, T (x,0) = T+, (4)

ux(x,∞) = 0, T (x,∞) = T0, (5)

where (ux,uz) is the velocity vector in the coordinates (x,z)
and T denotes the temperature, T0 = (T+ + T−)/2.

Note that in the case when the heated plate is placed
horizontally, as in RBC, the last term in (1) is absent, since
the buoyancy is orthogonal to the plate, and in the BCs
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other part, and vertical convection (VC), where the fluid is
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walls [11–13]. The different boundary conditions (BCs) and
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the mean convective heat and momentum transport [14–17],
measured by the Nusselt number (Nu) and Reynolds number
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are determined by the Rayleigh number Ra ≡ αg"H 3/(κν),
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the isobaric thermal expansion coefficient of the fluid, g the
acceleration due to gravity, H the diameter of the plates (in VC)
or distance between the plates (in RBC), and " ≡ T+ − T− >
0, with T+ and T− the temperature of, respectively, the heated
and cooled plates.

How Re and Nu scale with Ra and Pr is one of the main
issues in the study of thermally driven flows. For RBC, where
the time- and volume-averaged kinetic dissipation rate (εu)
and thermal dissipation rate (εθ ) are exactly expressed in
terms of Ra, Nu, and fluid properties, Grossmann and Lohse
developed a scaling theory (GL) [18,19], which is based on
a decomposition of εu and εθ into their boundary-layer (BL)
and bulk contributions and their further analysis. The theory
successfully predicts heat transport in RBC [1,20] and is also
applicable to HC [10]. In contrast to RBC, in VC, the exact
relation for εu generally does not hold, which impedes the
applicability of GL to predict the scalings in VC.

Previous experimental and numerical studies of VC report
the scaling exponent β in the power law Nu ∼ Raβ , varying
from 1/4 to 1/3. In laminar VC it is about 1/4 [21–24],
being slightly larger for very small Ra, where the geometrical
cell confinement influences the heat transport [11,13,25,26],
and for very large Ra, where the VC flows become fully
turbulent [27,28]. The dependences of Nu on Pr and of Re
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on Ra and Pr in VC have been less investigated. For similar
cell geometry and ranges of Ra and Pr, the heat transport in
VC (from vertical surfaces) generally differs from that in RBC
(from horizontal surfaces) [11,29–33]. Furthermore, for the
same Ra, Pr, and cell geometry, the VC and RBC flows can be
in different states. For example, for Pr = 1, Ra = 108, and a
cylindrical container of aspect ratio 1, the VC flow is steady,
while the RBC flow is turbulent, as has been shown in direct
numerical simulations (DNS), where the inclination angle of
the cell varied from 0 (RBC) to π/2 (VC) [12].
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Re and Nu on Ra and Pr in laminar VC, based on an analysis of
the BL equations. The theoretical scalings of Nu and Re with
Ra are supported by the DNS of VC in a cylindrical container
of equal height and diameter, for Pr = 0.1, 1, and 10 in the
range 105 ! Ra ! 1010, while the scalings of Nu and Re with
Pr are supported by the DNS for Ra = 106 and 107 in the
range 10−2 ! Pr ! 30 (Fig. 1). We show that the theoretical
predictions are in excellent agreement with the DNS results
(Fig. 3).

Following Ostrach [34], we consider a fluid flow along a
vertical heated plate and set up the coordinate system so that the
x direction is along the plate and the z direction is horizontal
away from the plate. We assume that the mean flow in the other
horizontal direction is much weaker than that in x or z and,
therefore, consider a two-dimensional flow that depends on x
and z only. Under the standard BL approximation we obtain
the BL equations (1)–(3) with BCs (4) and (5) for fluid motion
near a hot vertical plate,

ux∂xux + uz∂zux = ν∂2
z ux + αg(T − T0), (1)

ux∂xT + uz∂zT = κ∂2
z T , (2)

∂xux + ∂zuz = 0, (3)

ux(x,0) = uz(x,0) = 0, T (x,0) = T+, (4)

ux(x,∞) = 0, T (x,∞) = T0, (5)

where (ux,uz) is the velocity vector in the coordinates (x,z)
and T denotes the temperature, T0 = (T+ + T−)/2.

Note that in the case when the heated plate is placed
horizontally, as in RBC, the last term in (1) is absent, since
the buoyancy is orthogonal to the plate, and in the BCs
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Experimental studies:

Similar results were 
reported for water 
and ethanol
R.K. MacGregor and A.F. 
Emery, Trans. ASME, J. Heat 
Transfer 93, 253 (1969)

12

• Experimental studies showed that Nu ~ Ra1/4   changes to Nu ~ Ra1/3 when 
the flow becomes turbulent.1126 T. TSUJI and Y. NAGANO 

etical values and measurements is excellent for both 
mean velocity and mean temperature profiles. This 
result shows that the stable boundary layer developed 
from the leading edge of the heated surface, and the 
measuring method was adequate for the present 
experiment. 

4. HEAT TRANSFER RATE 

The wall heat flux qw necessary to estimate the heat 
transfer coefficient h = qw/ATw was obtained from 
-1,(13T/jay)~,,. An example of mean temperature 
profiles near the wall in the turbulent boundary layer, 
which were used to determine qw, is presented in Fig. 
4 in the form of 0. The turbulent boundary layer 
was obtained in the range Gr, > 10” as described 
presently. Although the mean temperature profiles 
shown in Fig. 4 were obtained using a thermocouple, 
there was no significant difference between this result 
and that using the cold wire. It is evident from the 
figure that the mean temperature profiles are linear in 
the range of y < 2 mm. However, to improve 
accuracy, the wall heat flux qw was estimated mainly 
from the mean temperature profile in the very near- 
wall region y < 0.5 mm. 

The experimental result of heat transfer rates is 
shown in Fig. 5 in the relation between Nusselt num- 
ber Nu, and Rayleigh number Gr, Pr. For the heat 
transfer rate, measurements at a surface temperature 
of 100°C are drawn together. Although the wall heat 
flux was assessed from the fluid temperature gradient 
near the wall in the present experiment, almost the 
same result was obtained also from deducting heat 
loss from electric power consumption for heating the 
plate. But the measurement with the temperature 

0 .5 '  
0 1  2 3 

Y mm 

FIG. 4. Mean temperature profiles near the wall 

FIG. 5. Heat transfer rates. 

gradient was more accurate, and the local wall heat 
flux could be obtained precisely. 

In the laminar boundary layer, the following theor- 
etical equation agrees very well with experimental 
values : 

Nu, = 0.387(Gr, Pr) I”. (,I) 

At Gr,Pr = 8 x lo*, Nu, begins to deviate from the 
theoretical value of the laminar boundary layer. 

In the present experiment, heat transfer rates were 
measured up to Gr, Pr = 3 x 10”. Heat transfer rates 
in the turbulent boundary layer are expressed well by 
the following empirical formula : 

Nu, = 0.120(Gr,Pr)“3. (2) 

Equation (2) holds in the range Gr, Pr > 3.5 x 10’. 
However, the developed turbulent boundary layer 
cannot be obtained until about Gr, Pr > 7 x lo”, as 
described later, judging by the mean velocity and 
mean temperature profiles in the boundary layer. 

For comparison, the measurements in the turbulent 
region of Cheesewright [2, 261 and Pirovano et al. [3], 
which were conducted under the condition of uniform 
surface temperature, are also shown in the figure. The 
present experimental values range in between both 
results and are well correlated with equation (2). 
Although not shown in the figure, the measurement 
of Smith [9] (in whose experiment the surface tem- 
perature was not uniform and the temperature differ- 
ence between the surface and ambient fluid was kept 
constant in the plate height direction) was slightly 
lower than the result of Cheesewright [2, 261. The 
measurements of Warner and Arpaci [l] and Warner 
[27] are lower than those of Pirovano et al. [3]. 
Although Cheesewright [2,26] and Pirovano et al. [3] 
gave a local increase of Nu, near the commencement 
of the turbulent boundary layer, such an increase of 
Nu, was not so obvious in the present experiment. 
This trend also did not appear in the measurements 
of Warner and Arpaci [l] or Warner [27]. Miyamoto 
and Okayama [12], who supposed a uniform wall heat 
flux, gave heat transfer rates in between those of the 
present experiment and the result of Cheesewright [2, 
261. They also indicated that there was a local increase 
of Nu, only under the high heat flux condition. 
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air (Pr=0.709)
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• Direct numerical simulations (DNS) 
for Pr=0.709 show results that are 
consistent with Nu ~ Ra1/3  
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Transfer 42, 3673 (1999) 
• But other values of the exponent 

have also been reported, especially in 
different ranges of Ra studied 
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Direct numerical simulations (DNS): 
• 3D with periodic boundary conditions in x- and z-

directions for Pr=0.709
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Direct numerical simulations (DNS) 
• 3D with periodic boundary conditions in x- and z-

directions for Pr=0.709
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a b s t r a c t

Highly accurate results of direct numerical simulations (DNS) for Grashof numbers up to 4.0 ! 106 in a
differentially heated infinite vertical channel are used to deduce wall functions for turbulent natural con-
vection. These functions represent the unique time-averaged behaviour of velocity, temperature, and
shear stress in the vicinity of the wall for the Grashof number range under consideration. There is a good
indication that these wall function are valid as the Grashof number tends to infinity. Previous attempts to
find such wall functions relied on the blending of at least two functions which are valid in adjacent
regions of the flow field. In conformity with the time-averaged momentum and thermal energy equation,
this study introduces a continuous description of the near wall region up to the velocity maximum.
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1. Introduction

The near wall region of a turbulent flow field is the most
challenging part for turbulence modelling. Especially the physics
of the turbulent heat fluxes change rapidly within a very thin layer.
Thus, it is very attractive to find a universal distribution of the
mean velocity and temperature that can be used as wall functions.

A wall function acts as a new boundary condition, hence, not
only the velocity and temperature but also the flow variables of
the turbulence model have to be prescribed. The latter is often
poorly considered so that Reynolds averaged Navier–Stokes (RANS)
computations using wall functions lead to erroneous results due to
inadequate boundary conditions for the turbulence model.

The main advantage of RANS computations using wall functions
is to avoid a high resolution of the turbulent near wall layer and
uncertainties due to inappropriate turbulence models. For numer-
ical implementations, this requires a continuous function for the
mean flow values, since for the initial flow field the first grid point
away from the wall may lie inside the viscous sublayer. At the end
of the iteration, however, it may be located within the fully turbu-
lent regime although the grid was fixed in space. Moreover, in a
developing flow the boundary layer thickness smoothly changes
which again requires a smooth wall function. Therefore it is not
sufficient to have wall functions that are only valid in a certain part
of the turbulent near wall region.

In practice, wall functions are identified for several regions and
then blended into each other in order to provide this smooth

behaviour. For forced convection the law of the wall or log-layer is
well established in the literature although it is still the subject of
some ongoing discussions (see Barenblatt [1]; Zanoun et al. [14]).
The main problem herein is that results of direct numerical simu-
lations (DNS) even nowadays are still not able to clearly show the
logarithmic regime that can be seen in experiments, since the
highest possible Reynolds numbers are still not high enough.
Experiments, on the other hand, suffer from improper measure-
ments at high Reynolds numbers due to the steep gradients close
to the wall. This especially refers to measuring the wall shear stress
which is a reference quantity in the universal nondimensional wall
functions (see Fernholz et al. [4]).

With these challenges is mind, new wall functions for pure
natural convection are derived. They are based on DNS results in
a differentially heated vertical channel with the intention to gener-
ally use them in natural flow situations. These wall functions will
smoothly cover the whole near wall region even beyond the maxi-
mum of the mean velocity profile. Thus, common problems when
properly predicting the production of turbulent kinetic energy in
natural convection using eddy viscosity models, can be avoided
[3]. Therefore, not only wall functions for temperature and velocity
are presented but also for the turbulent shear stress u0v 0 in order to
define new boundary conditions for turbulence modelling. Due to
several reference quantities used in the course of this paper it must
be highlighted that indexing is crucial. An upper ⁄ denotes a dimen-
sional quantity such as the temperature T⁄ in Kelvin while no upper
index refers to a straight forward nondimensionalisation, e.g. using
the temperature difference DT⁄ as a reference temperature or the
channel half width d⁄ as a reference length. The indices + and !
denote special nondimensionalisations that will be used for wall
functions.
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• Assume there is an overlap layer

• GC1979:

• HH2005:

                                                   
                                                       K ≠	0
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3. Earlier Theoretical Studies

One approach in early theoretical studies proposes scaling functions of the mean temperature in
terms of relevant length and temperature scales in two major flow regions, a near-wall viscosity-
dominated inner layer and an outer fully turbulent layer. Then by matching of the mean tem-
perature gradients in an overlap layer that is presumed to exist, the functional form of the tem-
perature profile in the overlap layer and the dependence of Nu on Ra have been obtained in the
asymptotic limit of high Ra. One of the first and often cited work using this approach was by
George and Capp (GC1979) [12]. Hölling and Herwig (HH2005) [13] used a similar approach
but with a different choice of the temperature scale in the outer layer.

Denote the relevant temperature scales in the inner and outer layers by QI and QO, respec-
tively. The relevant length scale in the inner layer is denoted by h and the length scale of the
outer layer is taken to be H. In this approach, the functional forms of the mean temperature
profile in the inner and outer layers are proposed to be of the form

Qw �Q(x)
QI

= FI(x/h ,Pr), inner layer (15)

Q(x)�Q•
QO

= FO(x/H), outer layer (16)

for some scaling functions FI and FO, where Qw and Q• denote the mean temperature at the
wall (x = 0) and far away from the wall (x ! H/2), respectively and thus

Qw �Q• = D/2 (17)

Molecular viscosity and thermal diffusivity are expected to be significant in the inner layer and
not the outer layer thus FI but not FO depends on Pr in general. Another assumption is that
there exists an overlap layer in which both Eqs. (15) and (16) hold. Then matching the mean
temperature gradient gives

�QIF 0
I (x̂,Pr)
h

=
QOF 0

O(x̃)
H

(18)

where 0 denotes derivative w.r.t. x̂ ⌘ x/h or x̃ ⌘ x/H. In [12, 13], h is chosen as
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while Hölling and Herwig [13] chose QO to be the same as QI:

QI = QO =
qw

(kagqw)1/4 (22)

E.S.C. Ching

Together with Eqs. (21) and (22), Eq. (18) implies

F 0
I (x̂,Pr)x̂1�g =�F 0

O(x̃)x̃
1�g (23)

where g = �1/3 in [12] and g = 0 in [13]. In the asymptotic limit of high Ra, h/H ! 0 then
x̂ and x̃ become independent and each of the two sides of Eq. (23) equals to some non-zero
constant K. Hence,

FI(x̂,Pr) = �3Kx̂�1/3 +A(Pr), FO(x̃) = 3Kx̃�1/3 +B (GC1979) (24)
FI(x̂,Pr) = K ln x̂+A(Pr), FO(x̃) =�K ln x̃+B (HH2005) (25)

for some function A(Pr) and constant B. Substituting Eqs. (24) and (25) into Eqs. (15) and (16)
and using Eq. (17), one obtains

D
2QI

=

(
A(Pr)+B

� h
H
�1/3 (GC1979)

�K ln
� h

H
�
+A(Pr)+B (HH2005)

(26)

Using Eq. (20), we can express QI and h/H in Eq. (26) in terms of Nu, Ra and Pr and obtain
the predictions of Nu(Ra,Pr):

Nu�2/3(RaPr)1/3 = 2A(Pr)(NuRaPr)1/12 +2B (GC1979) (27)

Nu�3/4(RaPr)1/4 =
K
2

ln(NuRaPr)+2A(Pr)+2B (HH2005) (28)

We test these predictions using the DNS data from a recent study for 1  Pr  100 and 106 
Ra  109 [10]. The DNS data show that an overlap layer between the two functional forms of
the mean temperature proposed by George and Capp [12] in the inner and outer layers does not
exist for Pr � 5. As shown in Fig. 2, the numerical data are consistent with Eq. (28) with K = 0.
Hence, both analyses [12, 13] are not supported by the DNS data. When K = 0, Eq. (28) is
equivalent to Nu = g(Pr)Ra1/3 for some function g(Pr), and we will discuss how this result is
obtained in our recent theoretical study [11].

4. Our Theory and Results

Our theoretical analysis is based on Eqs. (8) and (9) and makes the minimal closure approxima-
tion needed. We first integrate Eq. (8) over x to get

hu0w0it = n dW
dx

+ag
Z x

0
Q(x0)dx0 �n dW

dx

����
x=0

(29)

Then we evaluate Eq. (29) at x = x0, the location at which ndW/dx and hu0w0it are equal. This
allows us to bypass the difficulty of estimating hu0w0it and obtain

n dW
dx

����
x=0

= ag
Z x0

0
Q(x0)dx0 =

agDH
4Nu

Z x0

0
F(x )dx (30)

Nu3=4 c3ðNuRaPrÞ#1=12 # c2

h i
¼ 1

2
ðRaPrÞ1=4: ð5:12Þ

(cf. Versteegh and Nieuwstadt, 1999). If we consider the term mul-
tiplying c3 to be small for the present Ra range, Eq. (5.12) can be
simplified to:

Nu ¼ #1
2c2

! "4=3

ðRaPrÞ1=3; ð5:13Þ

which is similar to the common one-third power expression for the
Nu–Ra relationship. Eqs. (5.12) and (5.13) have previously appeared
in various studies, for instance Versteegh and Nieuwstadt (1999),
George and Capp (1979) and Shiri and George (2008). More recently,
Kiš and Herwig (2012) proposed a variation to Eq. (5.13) based on
their DNS data: Nu % (Ra Pr)1/3.2, hence deviating from the prevalent
one-third power expression. Equivalent forms of Eqs. (5.12) and
(5.13) have also been proposed by Shiri and George (2008) and Shiri

Fig. 5. A plot comparing the heat transfer laws and the DNS data from: , present study; , Versteegh and Nieuwstadt (1999); and , Kiš and Herwig (2012). Here, A = (Nu Ra
Pr) and B = (Ra Pr). Authors’ names from past studies are abbreviated.
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Fig. 6. Normalised plot of the individual terms in the heat transfer law, which
shows reduced contribution of Term I with increasing Ra.
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a b s t r a c t

Highly accurate results of direct numerical simulations (DNS) for Grashof numbers up to 4.0 ! 106 in a
differentially heated infinite vertical channel are used to deduce wall functions for turbulent natural con-
vection. These functions represent the unique time-averaged behaviour of velocity, temperature, and
shear stress in the vicinity of the wall for the Grashof number range under consideration. There is a good
indication that these wall function are valid as the Grashof number tends to infinity. Previous attempts to
find such wall functions relied on the blending of at least two functions which are valid in adjacent
regions of the flow field. In conformity with the time-averaged momentum and thermal energy equation,
this study introduces a continuous description of the near wall region up to the velocity maximum.
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1. Introduction

The near wall region of a turbulent flow field is the most
challenging part for turbulence modelling. Especially the physics
of the turbulent heat fluxes change rapidly within a very thin layer.
Thus, it is very attractive to find a universal distribution of the
mean velocity and temperature that can be used as wall functions.

A wall function acts as a new boundary condition, hence, not
only the velocity and temperature but also the flow variables of
the turbulence model have to be prescribed. The latter is often
poorly considered so that Reynolds averaged Navier–Stokes (RANS)
computations using wall functions lead to erroneous results due to
inadequate boundary conditions for the turbulence model.

The main advantage of RANS computations using wall functions
is to avoid a high resolution of the turbulent near wall layer and
uncertainties due to inappropriate turbulence models. For numer-
ical implementations, this requires a continuous function for the
mean flow values, since for the initial flow field the first grid point
away from the wall may lie inside the viscous sublayer. At the end
of the iteration, however, it may be located within the fully turbu-
lent regime although the grid was fixed in space. Moreover, in a
developing flow the boundary layer thickness smoothly changes
which again requires a smooth wall function. Therefore it is not
sufficient to have wall functions that are only valid in a certain part
of the turbulent near wall region.

In practice, wall functions are identified for several regions and
then blended into each other in order to provide this smooth

behaviour. For forced convection the law of the wall or log-layer is
well established in the literature although it is still the subject of
some ongoing discussions (see Barenblatt [1]; Zanoun et al. [14]).
The main problem herein is that results of direct numerical simu-
lations (DNS) even nowadays are still not able to clearly show the
logarithmic regime that can be seen in experiments, since the
highest possible Reynolds numbers are still not high enough.
Experiments, on the other hand, suffer from improper measure-
ments at high Reynolds numbers due to the steep gradients close
to the wall. This especially refers to measuring the wall shear stress
which is a reference quantity in the universal nondimensional wall
functions (see Fernholz et al. [4]).

With these challenges is mind, new wall functions for pure
natural convection are derived. They are based on DNS results in
a differentially heated vertical channel with the intention to gener-
ally use them in natural flow situations. These wall functions will
smoothly cover the whole near wall region even beyond the maxi-
mum of the mean velocity profile. Thus, common problems when
properly predicting the production of turbulent kinetic energy in
natural convection using eddy viscosity models, can be avoided
[3]. Therefore, not only wall functions for temperature and velocity
are presented but also for the turbulent shear stress u0v 0 in order to
define new boundary conditions for turbulence modelling. Due to
several reference quantities used in the course of this paper it must
be highlighted that indexing is crucial. An upper ⁄ denotes a dimen-
sional quantity such as the temperature T⁄ in Kelvin while no upper
index refers to a straight forward nondimensionalisation, e.g. using
the temperature difference DT⁄ as a reference temperature or the
channel half width d⁄ as a reference length. The indices + and !
denote special nondimensionalisations that will be used for wall
functions.
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Nu3=4 c3ðNuRaPrÞ#1=12 # c2

h i
¼ 1

2
ðRaPrÞ1=4: ð5:12Þ

(cf. Versteegh and Nieuwstadt, 1999). If we consider the term mul-
tiplying c3 to be small for the present Ra range, Eq. (5.12) can be
simplified to:

Nu ¼ #1
2c2

! "4=3

ðRaPrÞ1=3; ð5:13Þ

which is similar to the common one-third power expression for the
Nu–Ra relationship. Eqs. (5.12) and (5.13) have previously appeared
in various studies, for instance Versteegh and Nieuwstadt (1999),
George and Capp (1979) and Shiri and George (2008). More recently,
Kiš and Herwig (2012) proposed a variation to Eq. (5.13) based on
their DNS data: Nu % (Ra Pr)1/3.2, hence deviating from the prevalent
one-third power expression. Equivalent forms of Eqs. (5.12) and
(5.13) have also been proposed by Shiri and George (2008) and Shiri

Fig. 5. A plot comparing the heat transfer laws and the DNS data from: , present study; , Versteegh and Nieuwstadt (1999); and , Kiš and Herwig (2012). Here, A = (Nu Ra
Pr) and B = (Ra Pr). Authors’ names from past studies are abbreviated.
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Fig. 6. Normalised plot of the individual terms in the heat transfer law, which
shows reduced contribution of Term I with increasing Ra.
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interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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versus Ra. The trend exhibits neither a 1/4- nor a 1/3-power scaling.

In the following, we investigate a generalised application of the ideas of the GL
theory to vertical natural convection through a close examination of the present
DNS data (described in § 2) for Ra = 1.0 ⇥ 105–1.0 ⇥ 109 and Pr = 0.709.
Many elements of the GL theory apply to vertical natural convection. Since the
velocity is non-zero in the mean, the wind of the GL theory is readily identified
and Prandtl–Blasius–Pohlhausen scaling of the boundary layers is easily verified
(§ 3.1). The ‘bulk’ or ‘background’ flow regime (refer to figure 1b) described by
Kolmogorov–Obukhov–Corrsin scaling is also exhibited by the dissipation of turbulent
fluctuations (§ 3.2). Apart from the obvious similarities, vertical natural convection is
different to RB convection in one important respect: the horizontal direction of heat
transfer in vertical natural convection is orthogonal to the vertical direction of the
buoyancy flux, which is the source of turbulent kinetic energy. The heat flux and the
buoyancy flux coincide in RB convection. Consequently, an exact relationship linking
the global dissipation rate with Nu, Ra and Pr no longer exists (§ 3.3). However,
it can be shown that the unclosed global-averaged buoyancy flux also exhibits both
laminar and turbulent scaling behaviours, consistent with the GL theory. We conclude
in § 4 by summarising current progress and speculate on future directions towards
establishing closure for a generalised heat-transfer law for vertical natural convection.

2. Flow setup and direct numerical simulations

2.1. Flow setup

We adopt the Boussinesq approximation in which density fluctuations are small
relative to the mean. In this incompressible-flow approximation, the density fluctuation,
which is linearly related to the temperature fluctuation, is dynamically significant only
through the buoyancy force. The temperature difference, 1T = Th � Tc, between the
hot and cold bounding walls drives the fully developed turbulent natural convection
(figure 1a). The walls are separated by the distance H. The governing continuity,
momentum and energy equations are respectively given by
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versus Ra. The trend exhibits neither a 1/4- nor a 1/3-power scaling.

In the following, we investigate a generalised application of the ideas of the GL
theory to vertical natural convection through a close examination of the present
DNS data (described in § 2) for Ra = 1.0 ⇥ 105–1.0 ⇥ 109 and Pr = 0.709.
Many elements of the GL theory apply to vertical natural convection. Since the
velocity is non-zero in the mean, the wind of the GL theory is readily identified
and Prandtl–Blasius–Pohlhausen scaling of the boundary layers is easily verified
(§ 3.1). The ‘bulk’ or ‘background’ flow regime (refer to figure 1b) described by
Kolmogorov–Obukhov–Corrsin scaling is also exhibited by the dissipation of turbulent
fluctuations (§ 3.2). Apart from the obvious similarities, vertical natural convection is
different to RB convection in one important respect: the horizontal direction of heat
transfer in vertical natural convection is orthogonal to the vertical direction of the
buoyancy flux, which is the source of turbulent kinetic energy. The heat flux and the
buoyancy flux coincide in RB convection. Consequently, an exact relationship linking
the global dissipation rate with Nu, Ra and Pr no longer exists (§ 3.3). However,
it can be shown that the unclosed global-averaged buoyancy flux also exhibits both
laminar and turbulent scaling behaviours, consistent with the GL theory. We conclude
in § 4 by summarising current progress and speculate on future directions towards
establishing closure for a generalised heat-transfer law for vertical natural convection.

2. Flow setup and direct numerical simulations

2.1. Flow setup

We adopt the Boussinesq approximation in which density fluctuations are small
relative to the mean. In this incompressible-flow approximation, the density fluctuation,
which is linearly related to the temperature fluctuation, is dynamically significant only
through the buoyancy force. The temperature difference, 1T = Th � Tc, between the
hot and cold bounding walls drives the fully developed turbulent natural convection
(figure 1a). The walls are separated by the distance H. The governing continuity,
momentum and energy equations are respectively given by
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These authors suggested that Nu(Ra) might not be best 
represented by a pure power law
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Vertical natural convection: application of the
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Results from direct numerical simulations of vertical natural convection at Rayleigh
numbers 1.0 ⇥ 105–1.0 ⇥ 109 and Prandtl number 0.709 support a generalised
applicability of the Grossmann–Lohse (GL) theory, which was originally developed for
horizontal natural (Rayleigh–Bénard) convection. In accordance with the GL theory,
it is shown that the boundary-layer thicknesses of the velocity and temperature
fields in vertical natural convection obey laminar-like Prandtl–Blasius–Pohlhausen
scaling. Specifically, the normalised mean boundary-layer thicknesses scale with the
�1/2-power of a wind-based Reynolds number, where the ‘wind’ of the GL theory
is interpreted as the maximum mean velocity. Away from the walls, the dissipation
of the turbulent fluctuations, which can be interpreted as the ‘bulk’ or ‘background’
dissipation of the GL theory, is found to obey the Kolmogorov–Obukhov–Corrsin
scaling for fully developed turbulence. In contrast to Rayleigh–Bénard convection,
the direction of gravity in vertical natural convection is parallel to the mean flow.
The orientation of this flow presents an added challenge because there no longer
exists an exact relation that links the normalised global dissipations to the Nusselt,
Rayleigh and Prandtl numbers. Nevertheless, we show that the unclosed term, namely
the global-averaged buoyancy flux that produces the kinetic energy, also exhibits
both laminar and turbulent scaling behaviours, consistent with the GL theory. The
present results suggest that, similar to Rayleigh–Bénard convection, a pure power-law
relationship between the Nusselt, Rayleigh and Prandtl numbers is not the best
description for vertical natural convection and existing empirical relationships should
be recalibrated to better reflect the underlying physics.

Key words: turbulence simulation, turbulence theory, turbulent convection

1. Introduction

In the study of pure buoyancy-driven flow (natural convection) between two
differentially heated vertical surfaces (figure 1a), there has been an ongoing interest
in establishing a general relationship between the heat transfer and the temperature
difference for an arbitrary fluid. The heating and cooling that occurs in this vertical
setup is a fundamental problem that is often found in applications such as building
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Results from direct numerical simulations of vertical natural convection at Rayleigh
numbers 1.0 ⇥ 105–1.0 ⇥ 109 and Prandtl number 0.709 support a generalised
applicability of the Grossmann–Lohse (GL) theory, which was originally developed for
horizontal natural (Rayleigh–Bénard) convection. In accordance with the GL theory,
it is shown that the boundary-layer thicknesses of the velocity and temperature
fields in vertical natural convection obey laminar-like Prandtl–Blasius–Pohlhausen
scaling. Specifically, the normalised mean boundary-layer thicknesses scale with the
�1/2-power of a wind-based Reynolds number, where the ‘wind’ of the GL theory
is interpreted as the maximum mean velocity. Away from the walls, the dissipation
of the turbulent fluctuations, which can be interpreted as the ‘bulk’ or ‘background’
dissipation of the GL theory, is found to obey the Kolmogorov–Obukhov–Corrsin
scaling for fully developed turbulence. In contrast to Rayleigh–Bénard convection,
the direction of gravity in vertical natural convection is parallel to the mean flow.
The orientation of this flow presents an added challenge because there no longer
exists an exact relation that links the normalised global dissipations to the Nusselt,
Rayleigh and Prandtl numbers. Nevertheless, we show that the unclosed term, namely
the global-averaged buoyancy flux that produces the kinetic energy, also exhibits
both laminar and turbulent scaling behaviours, consistent with the GL theory. The
present results suggest that, similar to Rayleigh–Bénard convection, a pure power-law
relationship between the Nusselt, Rayleigh and Prandtl numbers is not the best
description for vertical natural convection and existing empirical relationships should
be recalibrated to better reflect the underlying physics.

Key words: turbulence simulation, turbulence theory, turbulent convection

1. Introduction

In the study of pure buoyancy-driven flow (natural convection) between two
differentially heated vertical surfaces (figure 1a), there has been an ongoing interest
in establishing a general relationship between the heat transfer and the temperature
difference for an arbitrary fluid. The heating and cooling that occurs in this vertical
setup is a fundamental problem that is often found in applications such as building
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FIGURE 2. Trend of Nu versus Ra from recent DNS data for air (Pr = 0.709):@, present
simulations;E, Versteegh & Nieuwstadt (1999); }, Kiš & Herwig (2012). (a) Nu ⇠ Ra

p,
where p ⇡ 0.31 from a least-squares fit to a power law; (b) compensated form, Nu/Ra

p

versus Ra. The trend exhibits neither a 1/4- nor a 1/3-power scaling.

In the following, we investigate a generalised application of the ideas of the GL
theory to vertical natural convection through a close examination of the present
DNS data (described in § 2) for Ra = 1.0 ⇥ 105–1.0 ⇥ 109 and Pr = 0.709.
Many elements of the GL theory apply to vertical natural convection. Since the
velocity is non-zero in the mean, the wind of the GL theory is readily identified
and Prandtl–Blasius–Pohlhausen scaling of the boundary layers is easily verified
(§ 3.1). The ‘bulk’ or ‘background’ flow regime (refer to figure 1b) described by
Kolmogorov–Obukhov–Corrsin scaling is also exhibited by the dissipation of turbulent
fluctuations (§ 3.2). Apart from the obvious similarities, vertical natural convection is
different to RB convection in one important respect: the horizontal direction of heat
transfer in vertical natural convection is orthogonal to the vertical direction of the
buoyancy flux, which is the source of turbulent kinetic energy. The heat flux and the
buoyancy flux coincide in RB convection. Consequently, an exact relationship linking
the global dissipation rate with Nu, Ra and Pr no longer exists (§ 3.3). However,
it can be shown that the unclosed global-averaged buoyancy flux also exhibits both
laminar and turbulent scaling behaviours, consistent with the GL theory. We conclude
in § 4 by summarising current progress and speculate on future directions towards
establishing closure for a generalised heat-transfer law for vertical natural convection.

2. Flow setup and direct numerical simulations

2.1. Flow setup

We adopt the Boussinesq approximation in which density fluctuations are small
relative to the mean. In this incompressible-flow approximation, the density fluctuation,
which is linearly related to the temperature fluctuation, is dynamically significant only
through the buoyancy force. The temperature difference, 1T = Th � Tc, between the
hot and cold bounding walls drives the fully developed turbulent natural convection
(figure 1a). The walls are separated by the distance H. The governing continuity,
momentum and energy equations are respectively given by
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versus Ra. The trend exhibits neither a 1/4- nor a 1/3-power scaling.

In the following, we investigate a generalised application of the ideas of the GL
theory to vertical natural convection through a close examination of the present
DNS data (described in § 2) for Ra = 1.0 ⇥ 105–1.0 ⇥ 109 and Pr = 0.709.
Many elements of the GL theory apply to vertical natural convection. Since the
velocity is non-zero in the mean, the wind of the GL theory is readily identified
and Prandtl–Blasius–Pohlhausen scaling of the boundary layers is easily verified
(§ 3.1). The ‘bulk’ or ‘background’ flow regime (refer to figure 1b) described by
Kolmogorov–Obukhov–Corrsin scaling is also exhibited by the dissipation of turbulent
fluctuations (§ 3.2). Apart from the obvious similarities, vertical natural convection is
different to RB convection in one important respect: the horizontal direction of heat
transfer in vertical natural convection is orthogonal to the vertical direction of the
buoyancy flux, which is the source of turbulent kinetic energy. The heat flux and the
buoyancy flux coincide in RB convection. Consequently, an exact relationship linking
the global dissipation rate with Nu, Ra and Pr no longer exists (§ 3.3). However,
it can be shown that the unclosed global-averaged buoyancy flux also exhibits both
laminar and turbulent scaling behaviours, consistent with the GL theory. We conclude
in § 4 by summarising current progress and speculate on future directions towards
establishing closure for a generalised heat-transfer law for vertical natural convection.

2. Flow setup and direct numerical simulations

2.1. Flow setup

We adopt the Boussinesq approximation in which density fluctuations are small
relative to the mean. In this incompressible-flow approximation, the density fluctuation,
which is linearly related to the temperature fluctuation, is dynamically significant only
through the buoyancy force. The temperature difference, 1T = Th � Tc, between the
hot and cold bounding walls drives the fully developed turbulent natural convection
(figure 1a). The walls are separated by the distance H. The governing continuity,
momentum and energy equations are respectively given by
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C.J. Howland, C.S. Ng, R. Verzicco and D. Lohse

Prandtl number Pr Rayleigh numbers Ra Max. base resolution Max. scalar resolution

1 106–108 384 × 1536 × 768 768 × 3072 × 1536
2 106–108 192 × 1024 × 512 384 × 2048 × 1024
5 106–108 192 × 1024 × 512 576 × 3072 × 1536
10 106–109 256 × 1024 × 512 768 × 3072 × 1536
100 107–109 256 × 1024 × 512 768 × 3072 × 1536

Table 1. Overview of the dimensionless parameters and grid resolutions used in the numerical simulations.
Grid resolutions are listed here for the cases at highest Ra, and we distinguish between the base grid used to
evolve the velocity and the refined grid used to evolve the temperature field.

compared with the velocity field. We therefore also use the multiple-resolution technique
of Ostilla-Monico et al. (2015) to evolve the scalar T on a refined grid. Interpolation
between the two grids is achieved through a four-point Hermitian method. Grid stretching
is also implemented in the wall-normal (x) direction using a clipped Chebyshev-type
clustering. Uniform grid spacing is used in the y and z directions, and the base grid of
all simulations are resolved down to a factor of 2 times the Kolmogorov scale. The refined
grid is such that the wall-normal grid spacing satisfies ∆x < 0.5LB at the boundaries,
and the grid spacing in the bulk satisfies ∆x,y,z < 4.5LB, where LB = (νκ2/ε)1/4 is the
Batchelor scale.

The range of dimensionless control parameters simulated is shown in table 1.
Simulations at Ra = 106 are initialised using the laminar, purely conductive solution of
Batchelor (1954) with the addition of small amplitude random noise to trigger a transition
to turbulence. Simulations at higher Ra are initialised using the final state of the simulation
at Ra = 106 and Pr = 1, interpolated onto a new grid. Each computation is performed for
at least 300 free-fall times, where H/UT is the free-fall time unit. We average statistics
over the last 250 time units once the system has reached a statistically steady state.

2.2. Response parameters and theoretical scaling laws
Before presenting the results of the simulations, we now provide an overview of the key
quantities of interest and existing theoretical frameworks used for their prediction.

Understanding how the global horizontal heat transport in vertical convection depends
on the control parameters of (2.3a,b) is vital for many applications. Varying the control
parameters also leads to changes in the peak velocity of the rising flow and the mean
shear stress on the boundary. These can be quantified through the following dimensionless
response parameters: the Nusselt number, the Reynolds number and the shear Reynolds
number

Nu = HqT

κ∆
, Re = VmaxH

ν
, Reτ = V∗H

ν
, (2.4a–c)

where qT = κ|dT/dx|wall is the horizontal heat flux, Vmax is the peak value of the time-
and spatially averaged vertical velocity v(x) and V∗ =

√
τw/ρ0 is the friction velocity

associated with the mean wall shear stress τw = µ dv/dx|wall = ρ0V∗2.
In turbulent convection, many studies follow the so-called ‘classical’ regime as a

theoretical starting point. This regime relies on the assumption that the thermal driving is
sufficiently strong such that the heat flux becomes independent of the plate separation H.
Assuming a power-law relation between Nu and the Rayleigh number, dimensional analysis
(e.g. Turner 1979) then requires the scaling Nu ∼ Ra1/3f (Pr). This has been consistent
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Many environmental flows arise due to natural convection at a vertical surface, from
flows in buildings to dissolving ice faces at marine-terminating glaciers. We use
three-dimensional direct numerical simulations of a vertical channel with differentially
heated walls to investigate such convective, turbulent boundary layers. Through the
implementation of a multiple-resolution technique, we are able to perform simulations at a
wide range of Prandtl numbers Pr. This allows us to distinguish the parameter dependences
of the horizontal heat flux and the boundary layer widths in terms of the Rayleigh
number Ra and Prandtl number Pr. For the considered parameter range 1 ≤ Pr ≤ 100,
106 ≤ Ra ≤ 109, we find the flow to be consistent with a ‘buoyancy-controlled’ regime
where the heat flux is independent of the wall separation. For given Pr, the heat flux is
found to scale linearly with the friction velocity V∗. Finally, we discuss the implications of
our results for the parameterisation of heat and salt fluxes at vertical ice–ocean interfaces.

Key words: turbulent convection, turbulent boundary layers, buoyant boundary layers

1. Introduction
When a fluid is heated from a side boundary, buoyancy drives a flow up the boundary
via convection. The laminar flow along a heated surface has long been understood
(Batchelor 1954; Kuiken 1968; Shishkina 2016) but there is no formal solution for the
case where the flow becomes turbulent. This occurs when the Rayleigh number Ra of

† Email address for correspondence: c.j.howland@outlook.com

© The Author(s), 2021. Published by Cambridge University Press. This is an Open Access article,
distributed under the terms of the Creative Commons Attribution licence (https://creativecommons.
org/licenses/by/4.0/), which permits unrestricted re-use, distribution, and reproduction in any medium,
provided the original work is properly cited. 930 A32-1
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C.J. Howland, C.S. Ng, R. Verzicco and D. Lohse

Response parameters Two parameter regression Shishkina (2016) GL IVu

Nusselt number Nu Ra0.321±0.006Pr−0.083±0.010 Ra1/4 Ra1/3

Reynolds number Re Ra0.489±0.007Pr−0.738±0.010 Ra1/2Pr−1 Ra4/9Pr−2/3

Shear Reynolds number Reτ Ra0.362±0.002Pr−0.446±0.003 Ra3/8Pr−1/2 Ra1/3Pr−1/2

Drag coefficient CD Ra−0.253±0.010Pr0.584±0.015 Ra−1/4Pr Ra−2/9Pr1/3

Transfer coefficient CT Ra−0.041±0.006Pr−0.637±0.009 Ra−1/8Pr−1/2 Pr−1/2

Table 2. Observed effective scalings laws for various dimensionless response parameters. Only simulations
with Re > 150 are included in the linear regression. The uncertainty shown is the standard deviation of the
estimated slopes, as described in the text of § 4. Theoretical scaling relations for laminar VC and turbulent
RBC from Shishkina (2016) for VC and Grossmann & Lohse (2000) for RBC in the so-called IVu are provided
for comparison. Reτ is calculated for these scaling relations using the similarity variable of Shishkina (2016)
and using the Blasius drag law CD ∼ Re−1/2 for the GL theory.

4. Heat flux and Reynolds number parameterisation
In table 2 we report the observed Ra- and Pr-dependence of the response parameters from
(2.4a–c) and (2.6a,b) in our simulations. An effective power-law dependence is assumed
and two-parameter linear regression is used to obtain the effective scaling exponents.
Precisely, we compute b = X−1y, where b = (b1, b2, b3)

T and

xi1 = log Rai, xi2 = log Pri, xi3 = 1, yi = log Ri, i = 1, . . . , n (4.1a–d)

are constructed from the n simulations for each response parameter R, giving a linear fit
R = Rab1Prb210b3 . We calculate the uncertainty of the power-law exponents b1 and b2
through the variance matrix of b given by V = σ 2(XTX)−1, where σ 2 is the variance of
y − Xb. The standard deviations of the slopes, given by

√
v11 and

√
v22 are presented in

table 2.
The Nusselt number is consistent with the theoretical scaling relation Nu ∼ Ra1/3f (Pr)

that arises when the heat flux is assumed to be independent of the plate separation (Malkus
1954). Ng et al. (2017) suggested that for Pr ≈ 1, a regime transition to a shear-dominated
boundary layer is underway at Ra = 109, but following Grossmann & Lohse (2000), this
transitional Ra can be expected to increase with Pr, as the smaller Reynolds number
stabilises the flow. Our results contrast with the effective scaling laws for laminar VC
derived by Shishkina (2016), where Nu ∼ Ra1/4 and Re ∼ Ra1/2Pr−1 for Pr % 1. This
difference is to be expected since our set-up is far from the laminar state for which the
scaling laws have been observed to hold (e.g. Wang et al. 2021).

In figure 3 we plot Nu against both Ra and the shear Reynolds number Reτ . Figure 3(a)
highlights the weak dependence of Nu on Pr, with higher Pr typically reducing Nu for a
fixed value of Ra. Note that a simple, single power-law fit is unlikely to adequately describe
the heat transfer outside of the currently accessible parameter range. Even within the data
presented here, the Pr = 1 cases appear to trend downwards relative to the Ra1/3 line on
figure 3(a) at higher values of Ra. This observation is consistent with Ng et al. (2017), who
attribute the decrease to a lower heat flux contribution from regions of weak shear. Later
in this section, and in Appendix A, we shall discuss at which parameter values we may
expect a transition to shear-driven turbulent boundary layers and how this would affect the
scaling of the Nusselt number.

Against Reτ in figure 3(b), we obtain a reasonable collapse for Nu by scaling with
Pr1/3 and observe a scaling close to Nu ∼ Reτ Pr1/3. Since this is consistent with the
high Pr limit of passive heat transport in turbulent boundary layers from Kader &
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C.J. Howland, C.S. Ng, R. Verzicco and D. Lohse

Prandtl number Pr Rayleigh numbers Ra Max. base resolution Max. scalar resolution

1 106–108 384 × 1536 × 768 768 × 3072 × 1536
2 106–108 192 × 1024 × 512 384 × 2048 × 1024
5 106–108 192 × 1024 × 512 576 × 3072 × 1536
10 106–109 256 × 1024 × 512 768 × 3072 × 1536
100 107–109 256 × 1024 × 512 768 × 3072 × 1536

Table 1. Overview of the dimensionless parameters and grid resolutions used in the numerical simulations.
Grid resolutions are listed here for the cases at highest Ra, and we distinguish between the base grid used to
evolve the velocity and the refined grid used to evolve the temperature field.

compared with the velocity field. We therefore also use the multiple-resolution technique
of Ostilla-Monico et al. (2015) to evolve the scalar T on a refined grid. Interpolation
between the two grids is achieved through a four-point Hermitian method. Grid stretching
is also implemented in the wall-normal (x) direction using a clipped Chebyshev-type
clustering. Uniform grid spacing is used in the y and z directions, and the base grid of
all simulations are resolved down to a factor of 2 times the Kolmogorov scale. The refined
grid is such that the wall-normal grid spacing satisfies ∆x < 0.5LB at the boundaries,
and the grid spacing in the bulk satisfies ∆x,y,z < 4.5LB, where LB = (νκ2/ε)1/4 is the
Batchelor scale.

The range of dimensionless control parameters simulated is shown in table 1.
Simulations at Ra = 106 are initialised using the laminar, purely conductive solution of
Batchelor (1954) with the addition of small amplitude random noise to trigger a transition
to turbulence. Simulations at higher Ra are initialised using the final state of the simulation
at Ra = 106 and Pr = 1, interpolated onto a new grid. Each computation is performed for
at least 300 free-fall times, where H/UT is the free-fall time unit. We average statistics
over the last 250 time units once the system has reached a statistically steady state.

2.2. Response parameters and theoretical scaling laws
Before presenting the results of the simulations, we now provide an overview of the key
quantities of interest and existing theoretical frameworks used for their prediction.

Understanding how the global horizontal heat transport in vertical convection depends
on the control parameters of (2.3a,b) is vital for many applications. Varying the control
parameters also leads to changes in the peak velocity of the rising flow and the mean
shear stress on the boundary. These can be quantified through the following dimensionless
response parameters: the Nusselt number, the Reynolds number and the shear Reynolds
number

Nu = HqT

κ∆
, Re = VmaxH

ν
, Reτ = V∗H

ν
, (2.4a–c)

where qT = κ|dT/dx|wall is the horizontal heat flux, Vmax is the peak value of the time-
and spatially averaged vertical velocity v(x) and V∗ =

√
τw/ρ0 is the friction velocity

associated with the mean wall shear stress τw = µ dv/dx|wall = ρ0V∗2.
In turbulent convection, many studies follow the so-called ‘classical’ regime as a

theoretical starting point. This regime relies on the assumption that the thermal driving is
sufficiently strong such that the heat flux becomes independent of the plate separation H.
Assuming a power-law relation between Nu and the Rayleigh number, dimensional analysis
(e.g. Turner 1979) then requires the scaling Nu ∼ Ra1/3f (Pr). This has been consistent
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is the mean wall shear stress  

3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa
�1 =

1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.

3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by
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where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa

�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d
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2
@T/@xit|x=0.
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(with � = 0.321) and Pr was found [16]. Upon variations
of the control parameters, the system also responds with
changes in the wall shear stress, the mean shear stress at
the boundaries, and the peak velocity in the convective
flow, and e↵ective power-law dependence on Ra and Pr
have also been reported for these responses [16]. To save
computational e↵orts, DNS in two dimensions with adia-
batic boundary condition in the horizontal direction have
been carried out. It was found that � is closer to 1/4 than
1/3 for Pr = 0.71 and 6 ⇥ 108  Ra  1010 [17, 18] but
a recent study at Pr = 10 and Ra up to 1014 shows that
there is a sharp transition from � = 1/4 to � = 1/3 when
Ra � 5 ⇥ 1010 [19]. There have been di↵erent theoreti-
cal attempts to understand turbulent vertical convection.
One approach is to identify relevant length, velocity and
temperature scales in di↵erent regions, such as inner re-
gion next to the boundary and outer region further away
from the boundary, and develop scaling functions of ve-
locity and temperature in each region [20–22]. Another
attempt is to extend the ideas of the scaling theory of
Grossmann and Lohse [23–26], which has successfully ac-
counted for Nu(Ra,Pr) for a wide range of Ra and Pr in
Rayleigh-Bénard convection, to vertical convection but a
major di�culty is the lack of closed relationships among
the relevant quantities in vertical convection [15].

In this Letter, we present a theoretical analysis of large
aspect-ratio turbulent vertical convection that yields re-
lationships between heat flux and wall shear stress and
their dependence on Ra and Pr in the high-Ra limit. We
check our results using the the openly available numeri-
cal data for 38 di↵erent sets of Ra and Pr from the DNS
study by Howland et al. [16].

We consider a fluid confined between two vertical walls,
where the left wall heated at a temperature Th and the
right wall cooled at a temperature Tc, and the temper-
ature di↵erence is � = Th � Tc (see Fig. 1). With the
Oberbeck-Boussinesq approximation which neglects the
variation of temperature in the fluid for all purposes ex-
cept for the determination of the buoyancy force, the
governing equations are

@u

@t
+ u ·ru = �1

⇢
rp+ ⌫r2u+ ↵g(T � T0)ẑ (1)

@u

@t
+ u ·rT = r2

T (2)

r · u = 0 (3)

where u(x, y, z, t) = (u, v, w) is the velocity field,
T (x, y, z, t) the temperature field, T0 the average tem-
perature of the two vertical plates, g the acceleration
due to gravity, and ↵, ⌫ and  are respectively the iso-
baric thermal expansion coe�cient, kinematic viscosity
and thermal di↵usivity of the fluid. The coordinate sys-
tem is shown in Fig. 1 and ẑ is a unit vector along the
vertical direction. No slip boundary condition for the
velocity field is satisfied at the two vertical plates.

The flow quantities are Reynolds decomposed
into sums of time averages and fluctuations, e.g.,
u(x, y, z, t) = U(x, y, z) + u

0(x, y, z, t) and T (x, y, z, t) �

T0 = ⇥(x, y, z) + ✓
0(x, y, z, t). We focus at the idealized

large aspect-ratio limit, namely L/H � 1 andW/H � 1.
In this limit, all the mean flow quantities depend on x

only. Using the continuity equation Eq. (3) and the no-
slip boundary condition, we obtain U = 0. Taking time
average of Eqs. (1) and (2) leads to the mean momentum
balance and mean thermal energy balance equations

d

dx
hu0

v
0it = ⌫

d
2

dx2
V + ↵g⇥ (4)

d

dx
hu0

✓
0it = 

d
2

dx2
⇥ (5)

where h· · · it denotes an average over time. In DNS where
the computational domain is finite and periodic bound-
ary conditions are used in the y and z directions, the
same equations can be derived for the mean quantities
averaged over time as well as over y and z as noted in
[16]. Equation (4) describes the balance of the Reynolds
shear stress, �⇢hu0

v
0it, the viscous stress and the buoy-

ancy force while Eq. (5) describes the balance of the tur-
bulent and conductive heat flux. Due to the symmetry of
the problem, the mean velocity and temperature profiles
V (x) and ⇥(x) are antisymmetric about x = H/2 thus
we only have to study Eqs. (4) and (5) for 0  x  H/2.
The boundary conditions are

V (0) = V (H/2) = ⇥(H/2) = 0; ⇥(0) = �/2 (6)

Integrating Eq. (5), we obtain

hu0
✓
0it � 

d⇥

dx
= �

d⇥

dx

����
x=0

(7)

showing that the horizontal heat flux Q = ⇢chu0
✓
0it �

kd⇥/dx along the x direction is independent of x. Here,
c and k are the specific heat capacity and thermal con-
ductivity of the fluid, respectively. Thus, we have

Nu ⌘ Q

k�/H
= �d⇥

dx

����
x=0

H

�
⌘ H

2�T
(8)

and we have further defined the thermal boundary layer
thickness by �T ⌘ k�/(2Q). Integrating Eq. (4) gives

⌫
dV

dx

����
x=0

= ↵g

Z x0

0
⇥(x0)dx0 (9)

where x0 is the location at which the magnitudes of the
Reynolds shear stress and viscous stress are equal, i.e.,
x0 is defined by ⌫dV /dx|x=x0 = hu0

v
0it(x0). Near the

wall, the viscous stress dominates over the small positive
Reynolds stress. As one moves away from the wall, the
viscous stress decreases to a small negative value while
the Reynolds shear stress becomes negative and its mag-
nitude increases and dominates over that of the viscous
stress in the outer layer towards the centerline x = H/2.
The magnitudes of the two stresses are equal at x = x0.
Equation (9) thus shows explicitly that the wall shear
stress ⌧w = ⇢⌫dV/dx|x=0 is generated by buoyancy and
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Response parameters Two parameter regression Shishkina (2016) GL IVu

Nusselt number Nu Ra0.321±0.006Pr−0.083±0.010 Ra1/4 Ra1/3

Reynolds number Re Ra0.489±0.007Pr−0.738±0.010 Ra1/2Pr−1 Ra4/9Pr−2/3

Shear Reynolds number Reτ Ra0.362±0.002Pr−0.446±0.003 Ra3/8Pr−1/2 Ra1/3Pr−1/2

Drag coefficient CD Ra−0.253±0.010Pr0.584±0.015 Ra−1/4Pr Ra−2/9Pr1/3

Transfer coefficient CT Ra−0.041±0.006Pr−0.637±0.009 Ra−1/8Pr−1/2 Pr−1/2

Table 2. Observed effective scalings laws for various dimensionless response parameters. Only simulations
with Re > 150 are included in the linear regression. The uncertainty shown is the standard deviation of the
estimated slopes, as described in the text of § 4. Theoretical scaling relations for laminar VC and turbulent
RBC from Shishkina (2016) for VC and Grossmann & Lohse (2000) for RBC in the so-called IVu are provided
for comparison. Reτ is calculated for these scaling relations using the similarity variable of Shishkina (2016)
and using the Blasius drag law CD ∼ Re−1/2 for the GL theory.

4. Heat flux and Reynolds number parameterisation
In table 2 we report the observed Ra- and Pr-dependence of the response parameters from
(2.4a–c) and (2.6a,b) in our simulations. An effective power-law dependence is assumed
and two-parameter linear regression is used to obtain the effective scaling exponents.
Precisely, we compute b = X−1y, where b = (b1, b2, b3)

T and

xi1 = log Rai, xi2 = log Pri, xi3 = 1, yi = log Ri, i = 1, . . . , n (4.1a–d)

are constructed from the n simulations for each response parameter R, giving a linear fit
R = Rab1Prb210b3 . We calculate the uncertainty of the power-law exponents b1 and b2
through the variance matrix of b given by V = σ 2(XTX)−1, where σ 2 is the variance of
y − Xb. The standard deviations of the slopes, given by

√
v11 and

√
v22 are presented in

table 2.
The Nusselt number is consistent with the theoretical scaling relation Nu ∼ Ra1/3f (Pr)

that arises when the heat flux is assumed to be independent of the plate separation (Malkus
1954). Ng et al. (2017) suggested that for Pr ≈ 1, a regime transition to a shear-dominated
boundary layer is underway at Ra = 109, but following Grossmann & Lohse (2000), this
transitional Ra can be expected to increase with Pr, as the smaller Reynolds number
stabilises the flow. Our results contrast with the effective scaling laws for laminar VC
derived by Shishkina (2016), where Nu ∼ Ra1/4 and Re ∼ Ra1/2Pr−1 for Pr % 1. This
difference is to be expected since our set-up is far from the laminar state for which the
scaling laws have been observed to hold (e.g. Wang et al. 2021).

In figure 3 we plot Nu against both Ra and the shear Reynolds number Reτ . Figure 3(a)
highlights the weak dependence of Nu on Pr, with higher Pr typically reducing Nu for a
fixed value of Ra. Note that a simple, single power-law fit is unlikely to adequately describe
the heat transfer outside of the currently accessible parameter range. Even within the data
presented here, the Pr = 1 cases appear to trend downwards relative to the Ra1/3 line on
figure 3(a) at higher values of Ra. This observation is consistent with Ng et al. (2017), who
attribute the decrease to a lower heat flux contribution from regions of weak shear. Later
in this section, and in Appendix A, we shall discuss at which parameter values we may
expect a transition to shear-driven turbulent boundary layers and how this would affect the
scaling of the Nusselt number.

Against Reτ in figure 3(b), we obtain a reasonable collapse for Nu by scaling with
Pr1/3 and observe a scaling close to Nu ∼ Reτ Pr1/3. Since this is consistent with the
high Pr limit of passive heat transport in turbulent boundary layers from Kader &
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• A recent DNS studies five different Prandtl numbers (Pr=1, 2, 5, 10, 100)
        and reports effective power-law dependence of Nu on Ra and Pr.
             C.J. Howland, C.S. Ng, R. Verzicco and D. Lohse, J. Fluid Mech. 930, A32 (2022)

• Similar effective power-law dependences are reported for the maximum 
mean vertical velocity (Re) and the wall shear stress (Ret ) 
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with Re > 150 are included in the linear regression. The uncertainty shown is the standard deviation of the
estimated slopes, as described in the text of § 4. Theoretical scaling relations for laminar VC and turbulent
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for comparison. Reτ is calculated for these scaling relations using the similarity variable of Shishkina (2016)
and using the Blasius drag law CD ∼ Re−1/2 for the GL theory.

4. Heat flux and Reynolds number parameterisation
In table 2 we report the observed Ra- and Pr-dependence of the response parameters from
(2.4a–c) and (2.6a,b) in our simulations. An effective power-law dependence is assumed
and two-parameter linear regression is used to obtain the effective scaling exponents.
Precisely, we compute b = X−1y, where b = (b1, b2, b3)

T and

xi1 = log Rai, xi2 = log Pri, xi3 = 1, yi = log Ri, i = 1, . . . , n (4.1a–d)

are constructed from the n simulations for each response parameter R, giving a linear fit
R = Rab1Prb210b3 . We calculate the uncertainty of the power-law exponents b1 and b2
through the variance matrix of b given by V = σ 2(XTX)−1, where σ 2 is the variance of
y − Xb. The standard deviations of the slopes, given by
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v11 and
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v22 are presented in

table 2.
The Nusselt number is consistent with the theoretical scaling relation Nu ∼ Ra1/3f (Pr)

that arises when the heat flux is assumed to be independent of the plate separation (Malkus
1954). Ng et al. (2017) suggested that for Pr ≈ 1, a regime transition to a shear-dominated
boundary layer is underway at Ra = 109, but following Grossmann & Lohse (2000), this
transitional Ra can be expected to increase with Pr, as the smaller Reynolds number
stabilises the flow. Our results contrast with the effective scaling laws for laminar VC
derived by Shishkina (2016), where Nu ∼ Ra1/4 and Re ∼ Ra1/2Pr−1 for Pr % 1. This
difference is to be expected since our set-up is far from the laminar state for which the
scaling laws have been observed to hold (e.g. Wang et al. 2021).

In figure 3 we plot Nu against both Ra and the shear Reynolds number Reτ . Figure 3(a)
highlights the weak dependence of Nu on Pr, with higher Pr typically reducing Nu for a
fixed value of Ra. Note that a simple, single power-law fit is unlikely to adequately describe
the heat transfer outside of the currently accessible parameter range. Even within the data
presented here, the Pr = 1 cases appear to trend downwards relative to the Ra1/3 line on
figure 3(a) at higher values of Ra. This observation is consistent with Ng et al. (2017), who
attribute the decrease to a lower heat flux contribution from regions of weak shear. Later
in this section, and in Appendix A, we shall discuss at which parameter values we may
expect a transition to shear-driven turbulent boundary layers and how this would affect the
scaling of the Nusselt number.

Against Reτ in figure 3(b), we obtain a reasonable collapse for Nu by scaling with
Pr1/3 and observe a scaling close to Nu ∼ Reτ Pr1/3. Since this is consistent with the
high Pr limit of passive heat transport in turbulent boundary layers from Kader &
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is the mean wall shear stress  

3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa
�1 =

1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa

�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.

• A recent DNS studies five different Prandtl numbers (Pr=1, 2, 5, 10, 100)

      and reports effective power-law dependence of Nu on Ra and Pr

• Similar effective power-law dependences are reported for the maximum 
mean vertical velocity (Re) and the wall shear stress (Ret ) 
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Re = WmaxH/n

3

explicitly that the wall shear stress ⌧w = ⇢⌫dW/dx|x=0

is generated by buoyancy and is equal to the buoyancy
force per unit area within the velocity boundary layer
with x  x0. The wall shear stress is often measured by
the dimensionless shear Reynolds number Re⌧ ⌘ u⌧H/⌫

in terms of the friction velocity u⌧ ⌘
p
⌫dW/dx|x=0.

We define a dimensionless temperature function �(⇠) of
a dimensionless spatial variable ⇠ = x/�T of the thermal
boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa
�1 =

1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from
Howland et al. [17] and study their Ra- and Pr-
dependence. As shown in Fig. 2, �(⇠) approaches an
asymptotic form in the high-Ra limit for each Pr and
this asymptotic form depends on Pr. As the DNS data
on Reynolds shear stress are not openly available [17],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that the estimated ⇠0 increases slowly with Ra for
each Pr. Since �(⇠) is close to zero for large ⇠, these
results suggest that the integral I(Ra,Pr) ! f(Pr), a-
Ra-independent function in the high-Ra limit and we do
not expect f(Pr) to have a power-law dependence on Pr.
The DNS data only cover Pr � 1 but we expect �(⇠) to
approach an asymptotic form for general Pr. For Pr < 1,
the velocity boundary layer is nested within the ther-
mal boundary layer, therefore ⇠0 < 1 and ⇠0 > 0 as the
integral is nonzero. This suggests that for Pr < 1, ⇠0

would tend to a constant value in the high-Ra limit and
I(Ra,Pr) ! f(Pr) also for Pr < 1. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

We estimate the values of f(Pr) from the DNS data [17]
as follows. Among the 38 sets of data, most data were
taken at Pr = 10. Thus we take f0 ⌘ f(Pr = 10) as
a reference and estimate the values of f(Pr)/f0 for each
of the other values of Pr by the averages of the ratio of
the data points Re2⌧NuPrRa�1 at that Pr to the data
points at Pr = 10, taken at the 7 common values of Ra.
The errors of the estimated f(Pr)/f0 are measured by
the standard deviations. Equation (13) implies that the
data points of Re2⌧Nu for di↵erent values of Pr, when
multiplied by Prf0/f(Pr), would collapse into a single
curve of f0Ra for large Ra. This is confirmed in Fig. 4
and as shown in the inset of Fig. 4, f(Pr)/f0 indeed does

FIG. 2. Plots of �(⇠) versus x showing its dependence on Ra
for Pr = 1, 10, 100 and its dependence on Pr at the largest
Ra (108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) using DNS
data from Howland et al. [17].

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

not have a power-law dependence on Pr. As a result, Re⌧
and Nu would not have power-law dependence on Pr.
Using Eq. (8), Eq. (10) and hu0

✓
0it = hu(T � T0)it as

U = 0, we rewrite Eq. (7) as

hu(T � T0)it
⌫�/H

= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, u, T � T0 and
@u/@x = �(@v/@y + @w/@z) vanish at x = 0 and,
as a result, hu(T � T0)it and its first and second-order
derivatives with respect to x vanish at x = 0 while
d
3hu(T � T0)it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0. Tak-

ing the third-order derivative of Eq. (14) with respect to
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Response parameters Two parameter regression Shishkina (2016) GL IVu

Nusselt number Nu Ra0.321±0.006Pr−0.083±0.010 Ra1/4 Ra1/3

Reynolds number Re Ra0.489±0.007Pr−0.738±0.010 Ra1/2Pr−1 Ra4/9Pr−2/3

Shear Reynolds number Reτ Ra0.362±0.002Pr−0.446±0.003 Ra3/8Pr−1/2 Ra1/3Pr−1/2

Drag coefficient CD Ra−0.253±0.010Pr0.584±0.015 Ra−1/4Pr Ra−2/9Pr1/3

Transfer coefficient CT Ra−0.041±0.006Pr−0.637±0.009 Ra−1/8Pr−1/2 Pr−1/2

Table 2. Observed effective scalings laws for various dimensionless response parameters. Only simulations
with Re > 150 are included in the linear regression. The uncertainty shown is the standard deviation of the
estimated slopes, as described in the text of § 4. Theoretical scaling relations for laminar VC and turbulent
RBC from Shishkina (2016) for VC and Grossmann & Lohse (2000) for RBC in the so-called IVu are provided
for comparison. Reτ is calculated for these scaling relations using the similarity variable of Shishkina (2016)
and using the Blasius drag law CD ∼ Re−1/2 for the GL theory.

4. Heat flux and Reynolds number parameterisation
In table 2 we report the observed Ra- and Pr-dependence of the response parameters from
(2.4a–c) and (2.6a,b) in our simulations. An effective power-law dependence is assumed
and two-parameter linear regression is used to obtain the effective scaling exponents.
Precisely, we compute b = X−1y, where b = (b1, b2, b3)

T and

xi1 = log Rai, xi2 = log Pri, xi3 = 1, yi = log Ri, i = 1, . . . , n (4.1a–d)

are constructed from the n simulations for each response parameter R, giving a linear fit
R = Rab1Prb210b3 . We calculate the uncertainty of the power-law exponents b1 and b2
through the variance matrix of b given by V = σ 2(XTX)−1, where σ 2 is the variance of
y − Xb. The standard deviations of the slopes, given by

√
v11 and

√
v22 are presented in

table 2.
The Nusselt number is consistent with the theoretical scaling relation Nu ∼ Ra1/3f (Pr)

that arises when the heat flux is assumed to be independent of the plate separation (Malkus
1954). Ng et al. (2017) suggested that for Pr ≈ 1, a regime transition to a shear-dominated
boundary layer is underway at Ra = 109, but following Grossmann & Lohse (2000), this
transitional Ra can be expected to increase with Pr, as the smaller Reynolds number
stabilises the flow. Our results contrast with the effective scaling laws for laminar VC
derived by Shishkina (2016), where Nu ∼ Ra1/4 and Re ∼ Ra1/2Pr−1 for Pr % 1. This
difference is to be expected since our set-up is far from the laminar state for which the
scaling laws have been observed to hold (e.g. Wang et al. 2021).

In figure 3 we plot Nu against both Ra and the shear Reynolds number Reτ . Figure 3(a)
highlights the weak dependence of Nu on Pr, with higher Pr typically reducing Nu for a
fixed value of Ra. Note that a simple, single power-law fit is unlikely to adequately describe
the heat transfer outside of the currently accessible parameter range. Even within the data
presented here, the Pr = 1 cases appear to trend downwards relative to the Ra1/3 line on
figure 3(a) at higher values of Ra. This observation is consistent with Ng et al. (2017), who
attribute the decrease to a lower heat flux contribution from regions of weak shear. Later
in this section, and in Appendix A, we shall discuss at which parameter values we may
expect a transition to shear-driven turbulent boundary layers and how this would affect the
scaling of the Nusselt number.

Against Reτ in figure 3(b), we obtain a reasonable collapse for Nu by scaling with
Pr1/3 and observe a scaling close to Nu ∼ Reτ Pr1/3. Since this is consistent with the
high Pr limit of passive heat transport in turbulent boundary layers from Kader &
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is the mean wall shear stress  

3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa
�1 =

1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa

�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.

• A recent DNS studies five different Prandtl numbers (Pr=1, 2, 5, 10, 100)

      and reports effective power-law dependence of Nu on Ra and Pr

• Similar effective power-law dependences are reported for the maximum 
mean vertical velocity (Re) and the wall shear stress (Ret ) 
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Re = WmaxH/n

3

explicitly that the wall shear stress ⌧w = ⇢⌫dW/dx|x=0

is generated by buoyancy and is equal to the buoyancy
force per unit area within the velocity boundary layer
with x  x0. The wall shear stress is often measured by
the dimensionless shear Reynolds number Re⌧ ⌘ u⌧H/⌫

in terms of the friction velocity u⌧ ⌘
p
⌫dW/dx|x=0.

We define a dimensionless temperature function �(⇠) of
a dimensionless spatial variable ⇠ = x/�T of the thermal
boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa
�1 =

1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from
Howland et al. [17] and study their Ra- and Pr-
dependence. As shown in Fig. 2, �(⇠) approaches an
asymptotic form in the high-Ra limit for each Pr and
this asymptotic form depends on Pr. As the DNS data
on Reynolds shear stress are not openly available [17],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that the estimated ⇠0 increases slowly with Ra for
each Pr. Since �(⇠) is close to zero for large ⇠, these
results suggest that the integral I(Ra,Pr) ! f(Pr), a-
Ra-independent function in the high-Ra limit and we do
not expect f(Pr) to have a power-law dependence on Pr.
The DNS data only cover Pr � 1 but we expect �(⇠) to
approach an asymptotic form for general Pr. For Pr < 1,
the velocity boundary layer is nested within the ther-
mal boundary layer, therefore ⇠0 < 1 and ⇠0 > 0 as the
integral is nonzero. This suggests that for Pr < 1, ⇠0

would tend to a constant value in the high-Ra limit and
I(Ra,Pr) ! f(Pr) also for Pr < 1. Thus we have

Re2⌧NuPrRa�1 = f(Pr) high-Ra limit (13)

We estimate the values of f(Pr) from the DNS data [17]
as follows. Among the 38 sets of data, most data were
taken at Pr = 10. Thus we take f0 ⌘ f(Pr = 10) as
a reference and estimate the values of f(Pr)/f0 for each
of the other values of Pr by the averages of the ratio of
the data points Re2⌧NuPrRa�1 at that Pr to the data
points at Pr = 10, taken at the 7 common values of Ra.
The errors of the estimated f(Pr)/f0 are measured by
the standard deviations. Equation (13) implies that the
data points of Re2⌧Nu for di↵erent values of Pr, when
multiplied by Prf0/f(Pr), would collapse into a single
curve of f0Ra for large Ra. This is confirmed in Fig. 4
and as shown in the inset of Fig. 4, f(Pr)/f0 indeed does

FIG. 2. Plots of �(⇠) versus x showing its dependence on Ra
for Pr = 1, 10, 100 and its dependence on Pr at the largest
Ra (108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) using DNS
data from Howland et al. [17].

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

not have a power-law dependence on Pr. As a result, Re⌧
and Nu would not have power-law dependence on Pr.
Using Eq. (8), Eq. (10) and hu0

✓
0it = hu(T � T0)it as

U = 0, we rewrite Eq. (7) as

hu(T � T0)it
⌫�/H

= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, u, T � T0 and
@u/@x = �(@v/@y + @w/@z) vanish at x = 0 and,
as a result, hu(T � T0)it and its first and second-order
derivatives with respect to x vanish at x = 0 while
d
3hu(T � T0)it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0. Tak-

ing the third-order derivative of Eq. (14) with respect to
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Direct numerical simulations of two-dimensional 
chaotic natural convection in a differentially 

heated cavity of aspect ratio 4 
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Chaotic natural convection in a differentially heated air-filled cavity of aspect ratio 4 
with adiabatic horizontal walls is investigated by direct numerical integration of the 
unsteady two-dimensional equations. Time integration is performed with a spectral 
algorithm using Chebyshev spatial approximations and a second-order finite-difference 
time-stepping scheme. Asymptotic solutions have been obtained for three values of 
the Rayleigh number based on cavity height up to 1O'O. The time-averaged flow 
fields show that the flow structure increasingly departs from the well-known laminar 
one. Large recirculating zones located on the outer edge of the boundary layers form 
and move upstream with increasing Rayleigh number. The time-dependent solution 
is made up of travelling waves which run downstream in the boundary layers. The 
amplitude of these waves grows as they travel downstream and hook-like temperature 
patterns form at the outer edge of the thermal boundary layer. At the largest Rayleigh 
number investigated they grow to such a point that they result in the formation of 
large unsteady eddies that totally disrupt the boundary layers. These eddies throw 
hot and cold fluid into the upper and lower parts of the core region, resulting 
in thermally more homogeneous top and bottom regions that squeeze a region of 
increased stratification near the mid-cavity height. It is also shown that these large 
unsteady eddies keep the internal waves in the stratified core region excited. These 
simulations also give access to the second-order statistics such as turbulent kinetic 
energy, thermal and viscous dissipation, Reynolds stresses and turbulent heat fluxes. 

1. Introduction 
Natural convection is a recurrent phenomenon in the world around us and most 

of these natural convection flows, especially those encountered in engineering appli- 
cations, are turbulent. Unsteady and turbulent natural convection has thus attracted 
increasing interest over the last decade for two main reasons: on the one hand there 
is a desire to improve our phenomenological understanding of turbulent natural con- 
vection and on the other hand there is a pressing need for numerical models capable 
of predicting the corresponding flow structures and related heat transfer in industrial 
applications. 

Natural convection flows in enclosures are usually subdivided into two main classes, 
those heated from below and those heated from the side. The prototype configuration 
of the latter class is the differentially heated cavity. This configuration models 
many engineering applications such as cooling of electronic components, nuclear 
reactor insulation, ventilation of rooms. It is thus of considerable practical as well as 
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Direct numerical simulations of two- and
three-dimensional turbulent natural
convection flows in a differentially
heated cavity of aspect ratio 4
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A set of complete two- and three-dimensional direct numerical simulations (DNS) in
a differentially heated air-filled cavity of aspect ratio 4 with adiabatic horizontal walls
is presented in this paper. Although the physical phenomenon is three-dimensional,
owing to its prohibitive computational costs the majority of the previous DNS of
turbulent and transition natural convection flows in enclosed cavities assumed a two-
dimensional behaviour. The configurations selected here (Rayleigh number based on
the cavity height 6.4 × 108, 2 × 109 and 1010, Pr =0.71) are an extension to three
dimensions of previous two-dimensional problems.

An overview of the numerical algorithm and the methodology used to verify the
code and the simulations is presented. The main features of the flow, including the
time-averaged flow structure, the power spectra and probability density distributions
of a set of selected monitoring points, the turbulent statistics, the global kinetic energy
balances and the internal waves motion phenomenon are described and discussed.

As expected, significant differences are observed between two- and three-
dimensional results. For two-dimensional simulations the oscillations at the down-
stream part of the vertical boundary layer are clearly stronger, ejecting large eddies
to the cavity core. In the three-dimensional simulations these large eddies do not
persist and their energy is rapidly passed down to smaller scales of motion. It yields
on a reduction of the large-scale mixing effect at the hot upper and cold lower
regions and consequently the cavity core still remains almost motionless even for
the highest Rayleigh number. The boundary layers remain laminar in their upstream
parts up to the point where these eddies are ejected. The point where this phenomenon
occurs clearly moves upstream for the three-dimensional simulations. It is also shown
that, even for the three-dimensional simulations, these eddies are large enough to
permanently excite an internal wave motion in the stratified core region. All these
differences become more marked for the highest Rayleigh number.

1. Introduction
Natural convection in parallelepipedic enclosures has been the subject of numerous

studies. Most of them can be classified in three main groups: cavities where the
flow is due to internal heat generation, cavities heated from below (Rayleigh–Bénard
configuration), and those heated from the sides. The configuration of the latter class
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c/ Colom 11, 08222 Terrassa, Spain

(Received 15 February 2006 and in revised form 18 April 2007)

A set of complete two- and three-dimensional direct numerical simulations (DNS) in
a differentially heated air-filled cavity of aspect ratio 4 with adiabatic horizontal walls
is presented in this paper. Although the physical phenomenon is three-dimensional,
owing to its prohibitive computational costs the majority of the previous DNS of
turbulent and transition natural convection flows in enclosed cavities assumed a two-
dimensional behaviour. The configurations selected here (Rayleigh number based on
the cavity height 6.4 × 108, 2 × 109 and 1010, Pr =0.71) are an extension to three
dimensions of previous two-dimensional problems.

An overview of the numerical algorithm and the methodology used to verify the
code and the simulations is presented. The main features of the flow, including the
time-averaged flow structure, the power spectra and probability density distributions
of a set of selected monitoring points, the turbulent statistics, the global kinetic energy
balances and the internal waves motion phenomenon are described and discussed.

As expected, significant differences are observed between two- and three-
dimensional results. For two-dimensional simulations the oscillations at the down-
stream part of the vertical boundary layer are clearly stronger, ejecting large eddies
to the cavity core. In the three-dimensional simulations these large eddies do not
persist and their energy is rapidly passed down to smaller scales of motion. It yields
on a reduction of the large-scale mixing effect at the hot upper and cold lower
regions and consequently the cavity core still remains almost motionless even for
the highest Rayleigh number. The boundary layers remain laminar in their upstream
parts up to the point where these eddies are ejected. The point where this phenomenon
occurs clearly moves upstream for the three-dimensional simulations. It is also shown
that, even for the three-dimensional simulations, these eddies are large enough to
permanently excite an internal wave motion in the stratified core region. All these
differences become more marked for the highest Rayleigh number.

1. Introduction
Natural convection in parallelepipedic enclosures has been the subject of numerous

studies. Most of them can be classified in three main groups: cavities where the
flow is due to internal heat generation, cavities heated from below (Rayleigh–Bénard
configuration), and those heated from the sides. The configuration of the latter class

Nu ~ Rab
with b closer to 1/4 than 1/3 
for Ra up to 1010

J. Fluid Mech. (2021), vol. 917, A6, doi:10.1017/jfm.2021.262

Regime transitions in thermally driven
high-Rayleigh number vertical convection

Qi Wang1,2, Hao-Ran Liu1, Roberto Verzicco1,3,4, Olga Shishkina5,†
and Detlef Lohse1,5,†
1Physics of Fluids Group and Max Planck Center for Complex Fluid Dynamics, MESA+ Institute and
J. M. Burgers Centre for Fluid Dynamics, University of Twente, P.O. Box 217, 7500AE Enschede,
The Netherlands
2Department of Modern Mechanics, University of Science and Technology of China, 230027 Hefei,
PR China
3Dipartimento di Ingegneria Industriale, University of Rome ‘Tor Vergata’, Via del Politecnico 1,
Roma 00133, Italy
4Gran Sasso Science Institute - Viale F. Crispi, 767100 L’Aquila, Italy
5Max Planck Institute for Dynamics and Self-Organization, 37077 Göttingen, Germany

(Received 30 November 2020; revised 19 January 2021; accepted 15 March 2021)

Thermally driven vertical convection (VC) – the flow in a box heated on one side and
cooled on the other side, is investigated using direct numerical simulations with Rayleigh
numbers over the wide range of 107 ≤ Ra ≤ 1014 and a fixed Prandtl number Pr = 10 in
a two-dimensional convection cell with unit aspect ratio. It is found that the dependence
of the mean vertical centre temperature gradient S on Ra shows three different regimes: in
regime I (Ra ! 5 × 1010), S is almost independent of Ra; in the newly identified regime
II (5 × 1010 ! Ra ! 1013), S first increases with increasing Ra (regime IIa), reaches its
maximum and then decreases again (regime IIb); and in regime III (Ra " 1013), S again
becomes only weakly dependent on Ra, being slightly smaller than in regime I. The
transition from regime I to regime II is related to the onset of unsteady flows arising from
the ejection of plumes from the sidewall boundary layers. The maximum of S occurs when
these plumes are ejected over approximately half of the area (downstream) of the sidewalls.
The onset of regime III is characterized by the appearance of layered structures near the
top and bottom horizontal walls. The flow in regime III is characterized by a well-mixed
bulk region owing to continuous ejection of plumes over large fractions of the sidewalls,
and, as a result of the efficient mixing, the mean temperature gradient in the centre S
is smaller than that of regime I. In the three different regimes, significantly different
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Thermally driven vertical convection (VC) – the flow in a box heated on one side and
cooled on the other side, is investigated using direct numerical simulations with Rayleigh
numbers over the wide range of 107 ≤ Ra ≤ 1014 and a fixed Prandtl number Pr = 10 in
a two-dimensional convection cell with unit aspect ratio. It is found that the dependence
of the mean vertical centre temperature gradient S on Ra shows three different regimes: in
regime I (Ra ! 5 × 1010), S is almost independent of Ra; in the newly identified regime
II (5 × 1010 ! Ra ! 1013), S first increases with increasing Ra (regime IIa), reaches its
maximum and then decreases again (regime IIb); and in regime III (Ra " 1013), S again
becomes only weakly dependent on Ra, being slightly smaller than in regime I. The
transition from regime I to regime II is related to the onset of unsteady flows arising from
the ejection of plumes from the sidewall boundary layers. The maximum of S occurs when
these plumes are ejected over approximately half of the area (downstream) of the sidewalls.
The onset of regime III is characterized by the appearance of layered structures near the
top and bottom horizontal walls. The flow in regime III is characterized by a well-mixed
bulk region owing to continuous ejection of plumes over large fractions of the sidewalls,
and, as a result of the efficient mixing, the mean temperature gradient in the centre S
is smaller than that of regime I. In the three different regimes, significantly different
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Figure 5. (a) Normalized Nusselt number Nu/Ra1/4, (b) normalized Reynolds number based on maximal
vertical velocity Re/Ra1/2, and (c) normalized Reynolds number based on root-mean-square velocity
Rerms/Ra1/2, as functions of Ra for Pr = 10. The solid lines connect the DNS data points, whereas the dashed
lines show the suggested scaling laws. There is a clear and sharp transition in scaling between regime I and
regime II/III.

4. Global heat and momentum transport and dissipation rates
Next, we focus on the global heat (Nu) and momentum (Re) transport. Here, we use the
wind-based Reynolds number Re with the characteristic velocity

Umax ≡ max
x

H−1
∫ H

0
w dz, (4.1)

which is the same definition as that in Shishkina (2016), and the root-mean-square
Reynolds number Rerms with the characteristic velocity

Urms ≡
√

〈u · u〉V,t, (4.2)

where 〈〉V,t indicates volume and time averaging. Figures 5(a) and 5(b) show that in
regime I, the obtained effective power law scaling relations agree remarkably well with
the theoretical prediction made for laminar VC (Shishkina 2016), namely, Nu ∼ Ra1/4

and Re ∼ Ra1/2. The fitted scaling relations are provided in table 1. It is also seen that
a slightly faster growth of Nu with Ra is obtained for Ra ≤ 109. A similar increase
of the scaling exponent for small Ra has also been found previously in both confined
(Shishkina 2016; Wang, Zhang & Guo 2017; Wang et al. 2019) and double periodic VC
(Ng et al. 2015). However, when Ra ≥ 5 × 1010, in regime II and regime III, evidently
different scaling relations are observed. The fitted power law scaling relations (see table 1
for the obtained values) are close to Nu ∼ Ra1/3 (referred to as Malkus scaling Malkus
1954) and Re ∼ Ra4/9, which, interestingly, were predicted for regime IVu by the unifying
917 A6-10

.
!(

 �
!1

45
4�

6#
!�

�8
%%

"$
,��

(
(

(
 3

1�
2#

94
75

 !
#7

�3
!#

5 
�/0

�1
44

#5
$$

,��
��

 �
�


 �
��

 �
��

��!
 �

��
�.

53
��

��
��

1%
��


,
	


,�
��

�$
C2

:5
3%

�%!
�%8

5�
�1

�
2#

94
75

��
!#

5�
%5

#�
$�

!6
�C

$5
��1

D1
9�1

2�
5�

1%
�8

%%
"$

,��
(

(
(

 3
1�

2#
94

75
 !

#7
�3

!#
5�

%5
#�

$ 
�8

%%
"$

,��
4!

9 !
#7

��
� 

��
��

�:6
�

 �
��

� 
��

�

Q. Wang, H.-R. Liu, R. Verzicco, O. Shishkina and D. Lohse

0.7

0.5

0.3

0.040
0.030

0.020

0.010

0.006

10–2

10–3

107 108 109 1010 1011 1012 1013 1014

Nu∼Ra1/3

Nu∼Ra1/4Nu
/R
a1/4

Re∼Ra1/2

Re
/R
a1/2

Re
rm
s/
Ra

1/2

Re∼Ra4/9

Ra

Regime I Regime II Regime III

(a)

(b)

(c)

Figure 5. (a) Normalized Nusselt number Nu/Ra1/4, (b) normalized Reynolds number based on maximal
vertical velocity Re/Ra1/2, and (c) normalized Reynolds number based on root-mean-square velocity
Rerms/Ra1/2, as functions of Ra for Pr = 10. The solid lines connect the DNS data points, whereas the dashed
lines show the suggested scaling laws. There is a clear and sharp transition in scaling between regime I and
regime II/III.

4. Global heat and momentum transport and dissipation rates
Next, we focus on the global heat (Nu) and momentum (Re) transport. Here, we use the
wind-based Reynolds number Re with the characteristic velocity

Umax ≡ max
x

H−1
∫ H

0
w dz, (4.1)

which is the same definition as that in Shishkina (2016), and the root-mean-square
Reynolds number Rerms with the characteristic velocity

Urms ≡
√

〈u · u〉V,t, (4.2)

where 〈〉V,t indicates volume and time averaging. Figures 5(a) and 5(b) show that in
regime I, the obtained effective power law scaling relations agree remarkably well with
the theoretical prediction made for laminar VC (Shishkina 2016), namely, Nu ∼ Ra1/4

and Re ∼ Ra1/2. The fitted scaling relations are provided in table 1. It is also seen that
a slightly faster growth of Nu with Ra is obtained for Ra ≤ 109. A similar increase
of the scaling exponent for small Ra has also been found previously in both confined
(Shishkina 2016; Wang, Zhang & Guo 2017; Wang et al. 2019) and double periodic VC
(Ng et al. 2015). However, when Ra ≥ 5 × 1010, in regime II and regime III, evidently
different scaling relations are observed. The fitted power law scaling relations (see table 1
for the obtained values) are close to Nu ∼ Ra1/3 (referred to as Malkus scaling Malkus
1954) and Re ∼ Ra4/9, which, interestingly, were predicted for regime IVu by the unifying
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Direct numerical simulations of two-dimensional 
chaotic natural convection in a differentially 

heated cavity of aspect ratio 4 
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Chaotic natural convection in a differentially heated air-filled cavity of aspect ratio 4 
with adiabatic horizontal walls is investigated by direct numerical integration of the 
unsteady two-dimensional equations. Time integration is performed with a spectral 
algorithm using Chebyshev spatial approximations and a second-order finite-difference 
time-stepping scheme. Asymptotic solutions have been obtained for three values of 
the Rayleigh number based on cavity height up to 1O'O. The time-averaged flow 
fields show that the flow structure increasingly departs from the well-known laminar 
one. Large recirculating zones located on the outer edge of the boundary layers form 
and move upstream with increasing Rayleigh number. The time-dependent solution 
is made up of travelling waves which run downstream in the boundary layers. The 
amplitude of these waves grows as they travel downstream and hook-like temperature 
patterns form at the outer edge of the thermal boundary layer. At the largest Rayleigh 
number investigated they grow to such a point that they result in the formation of 
large unsteady eddies that totally disrupt the boundary layers. These eddies throw 
hot and cold fluid into the upper and lower parts of the core region, resulting 
in thermally more homogeneous top and bottom regions that squeeze a region of 
increased stratification near the mid-cavity height. It is also shown that these large 
unsteady eddies keep the internal waves in the stratified core region excited. These 
simulations also give access to the second-order statistics such as turbulent kinetic 
energy, thermal and viscous dissipation, Reynolds stresses and turbulent heat fluxes. 

1. Introduction 
Natural convection is a recurrent phenomenon in the world around us and most 

of these natural convection flows, especially those encountered in engineering appli- 
cations, are turbulent. Unsteady and turbulent natural convection has thus attracted 
increasing interest over the last decade for two main reasons: on the one hand there 
is a desire to improve our phenomenological understanding of turbulent natural con- 
vection and on the other hand there is a pressing need for numerical models capable 
of predicting the corresponding flow structures and related heat transfer in industrial 
applications. 

Natural convection flows in enclosures are usually subdivided into two main classes, 
those heated from below and those heated from the side. The prototype configuration 
of the latter class is the differentially heated cavity. This configuration models 
many engineering applications such as cooling of electronic components, nuclear 
reactor insulation, ventilation of rooms. It is thus of considerable practical as well as 
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A set of complete two- and three-dimensional direct numerical simulations (DNS) in
a differentially heated air-filled cavity of aspect ratio 4 with adiabatic horizontal walls
is presented in this paper. Although the physical phenomenon is three-dimensional,
owing to its prohibitive computational costs the majority of the previous DNS of
turbulent and transition natural convection flows in enclosed cavities assumed a two-
dimensional behaviour. The configurations selected here (Rayleigh number based on
the cavity height 6.4 × 108, 2 × 109 and 1010, Pr =0.71) are an extension to three
dimensions of previous two-dimensional problems.

An overview of the numerical algorithm and the methodology used to verify the
code and the simulations is presented. The main features of the flow, including the
time-averaged flow structure, the power spectra and probability density distributions
of a set of selected monitoring points, the turbulent statistics, the global kinetic energy
balances and the internal waves motion phenomenon are described and discussed.

As expected, significant differences are observed between two- and three-
dimensional results. For two-dimensional simulations the oscillations at the down-
stream part of the vertical boundary layer are clearly stronger, ejecting large eddies
to the cavity core. In the three-dimensional simulations these large eddies do not
persist and their energy is rapidly passed down to smaller scales of motion. It yields
on a reduction of the large-scale mixing effect at the hot upper and cold lower
regions and consequently the cavity core still remains almost motionless even for
the highest Rayleigh number. The boundary layers remain laminar in their upstream
parts up to the point where these eddies are ejected. The point where this phenomenon
occurs clearly moves upstream for the three-dimensional simulations. It is also shown
that, even for the three-dimensional simulations, these eddies are large enough to
permanently excite an internal wave motion in the stratified core region. All these
differences become more marked for the highest Rayleigh number.

1. Introduction
Natural convection in parallelepipedic enclosures has been the subject of numerous

studies. Most of them can be classified in three main groups: cavities where the
flow is due to internal heat generation, cavities heated from below (Rayleigh–Bénard
configuration), and those heated from the sides. The configuration of the latter class
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Thermally driven vertical convection (VC) – the flow in a box heated on one side and
cooled on the other side, is investigated using direct numerical simulations with Rayleigh
numbers over the wide range of 107 ≤ Ra ≤ 1014 and a fixed Prandtl number Pr = 10 in
a two-dimensional convection cell with unit aspect ratio. It is found that the dependence
of the mean vertical centre temperature gradient S on Ra shows three different regimes: in
regime I (Ra ! 5 × 1010), S is almost independent of Ra; in the newly identified regime
II (5 × 1010 ! Ra ! 1013), S first increases with increasing Ra (regime IIa), reaches its
maximum and then decreases again (regime IIb); and in regime III (Ra " 1013), S again
becomes only weakly dependent on Ra, being slightly smaller than in regime I. The
transition from regime I to regime II is related to the onset of unsteady flows arising from
the ejection of plumes from the sidewall boundary layers. The maximum of S occurs when
these plumes are ejected over approximately half of the area (downstream) of the sidewalls.
The onset of regime III is characterized by the appearance of layered structures near the
top and bottom horizontal walls. The flow in regime III is characterized by a well-mixed
bulk region owing to continuous ejection of plumes over large fractions of the sidewalls,
and, as a result of the efficient mixing, the mean temperature gradient in the centre S
is smaller than that of regime I. In the three different regimes, significantly different
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Thermally driven vertical convection (VC) – the flow in a box heated on one side and
cooled on the other side, is investigated using direct numerical simulations with Rayleigh
numbers over the wide range of 107 ≤ Ra ≤ 1014 and a fixed Prandtl number Pr = 10 in
a two-dimensional convection cell with unit aspect ratio. It is found that the dependence
of the mean vertical centre temperature gradient S on Ra shows three different regimes: in
regime I (Ra ! 5 × 1010), S is almost independent of Ra; in the newly identified regime
II (5 × 1010 ! Ra ! 1013), S first increases with increasing Ra (regime IIa), reaches its
maximum and then decreases again (regime IIb); and in regime III (Ra " 1013), S again
becomes only weakly dependent on Ra, being slightly smaller than in regime I. The
transition from regime I to regime II is related to the onset of unsteady flows arising from
the ejection of plumes from the sidewall boundary layers. The maximum of S occurs when
these plumes are ejected over approximately half of the area (downstream) of the sidewalls.
The onset of regime III is characterized by the appearance of layered structures near the
top and bottom horizontal walls. The flow in regime III is characterized by a well-mixed
bulk region owing to continuous ejection of plumes over large fractions of the sidewalls,
and, as a result of the efficient mixing, the mean temperature gradient in the centre S
is smaller than that of regime I. In the three different regimes, significantly different
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Figure 5. (a) Normalized Nusselt number Nu/Ra1/4, (b) normalized Reynolds number based on maximal
vertical velocity Re/Ra1/2, and (c) normalized Reynolds number based on root-mean-square velocity
Rerms/Ra1/2, as functions of Ra for Pr = 10. The solid lines connect the DNS data points, whereas the dashed
lines show the suggested scaling laws. There is a clear and sharp transition in scaling between regime I and
regime II/III.

4. Global heat and momentum transport and dissipation rates
Next, we focus on the global heat (Nu) and momentum (Re) transport. Here, we use the
wind-based Reynolds number Re with the characteristic velocity

Umax ≡ max
x

H−1
∫ H

0
w dz, (4.1)

which is the same definition as that in Shishkina (2016), and the root-mean-square
Reynolds number Rerms with the characteristic velocity

Urms ≡
√

〈u · u〉V,t, (4.2)

where 〈〉V,t indicates volume and time averaging. Figures 5(a) and 5(b) show that in
regime I, the obtained effective power law scaling relations agree remarkably well with
the theoretical prediction made for laminar VC (Shishkina 2016), namely, Nu ∼ Ra1/4

and Re ∼ Ra1/2. The fitted scaling relations are provided in table 1. It is also seen that
a slightly faster growth of Nu with Ra is obtained for Ra ≤ 109. A similar increase
of the scaling exponent for small Ra has also been found previously in both confined
(Shishkina 2016; Wang, Zhang & Guo 2017; Wang et al. 2019) and double periodic VC
(Ng et al. 2015). However, when Ra ≥ 5 × 1010, in regime II and regime III, evidently
different scaling relations are observed. The fitted power law scaling relations (see table 1
for the obtained values) are close to Nu ∼ Ra1/3 (referred to as Malkus scaling Malkus
1954) and Re ∼ Ra4/9, which, interestingly, were predicted for regime IVu by the unifying
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4. Global heat and momentum transport and dissipation rates
Next, we focus on the global heat (Nu) and momentum (Re) transport. Here, we use the
wind-based Reynolds number Re with the characteristic velocity

Umax ≡ max
x

H−1
∫ H

0
w dz, (4.1)

which is the same definition as that in Shishkina (2016), and the root-mean-square
Reynolds number Rerms with the characteristic velocity

Urms ≡
√

〈u · u〉V,t, (4.2)

where 〈〉V,t indicates volume and time averaging. Figures 5(a) and 5(b) show that in
regime I, the obtained effective power law scaling relations agree remarkably well with
the theoretical prediction made for laminar VC (Shishkina 2016), namely, Nu ∼ Ra1/4

and Re ∼ Ra1/2. The fitted scaling relations are provided in table 1. It is also seen that
a slightly faster growth of Nu with Ra is obtained for Ra ≤ 109. A similar increase
of the scaling exponent for small Ra has also been found previously in both confined
(Shishkina 2016; Wang, Zhang & Guo 2017; Wang et al. 2019) and double periodic VC
(Ng et al. 2015). However, when Ra ≥ 5 × 1010, in regime II and regime III, evidently
different scaling relations are observed. The fitted power law scaling relations (see table 1
for the obtained values) are close to Nu ∼ Ra1/3 (referred to as Malkus scaling Malkus
1954) and Re ∼ Ra4/9, which, interestingly, were predicted for regime IVu by the unifying
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Scaling theory:

17

Earlier scaling theories

• Propose scaling functions of mean temperature in inner and outer 
layers

Theoretical attempts to understand turbulent 
vertical convection

• One approach is to identify relevant length, velocity 
and temperature scales in different regions and 
develop scaling functions of velocity and temperature

17
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Figure 2. Two-layer structure of the natural convection near-wall region.

In what follows we analyse the temperature and velocity profiles of turbulent
natural convection flows as closely as possible along those lines of argument that lead
to the logarithmic law of the wall with forced convection flows. For reasons explained
later we base our analysis on the Boussinesq approximation (constant properties with
the exception of the density as a linear function of temperature, i.e. ρ(T ), in the
buoyancy term). Table 1 below summarizes details of this approach.

The near-wall region of turbulent natural convection can generally be described by

0 =
∂

∂y

(
ν
∂u

∂y
− u′v′

)
+ gβ(T − T0), (2.1)

0 =
∂

∂y

(
a
∂T

∂y
− v′T ′

)
, (2.2)

see for example Tsuji & Nagano (1988a). Here, y is the coordinate normal to the wall,
u the time-averaged velocity parallel to the wall, T the time-averaged temperature,
T0 a reference temperature, −u′v′ the Reynolds stress and −v′T ′ the turbulent heat
flux. Due to the buoyancy term in the momentum equation (2.1) the two equations
are linked.

First, we analyse the temperature profile assuming a two-layer structure with an
inner layer and an outer layer, see figure 2. In the inner layer both modes of heat
transfer, molecular and turbulent, are present. The outer layer is fully turbulent and
therefore only the turbulent heat flux has to be accounted for. The heat flux in both
layers is constant and equal to the wall heat flux, i.e.

a
∂T

∂y
− v′T ′ = a

∂T

∂y

∣∣∣∣
w

= const. (2.3)

Here, a ∂T/∂y is the molecular and −v′T ′ the turbulent heat flux. Both together
are equal to a ∂T/∂y|w , characterizing the heat transfer situation. Therefore a
characteristic temperature Tc should be based on this quantity. Furthermore, the
fluid properties a (or equivalently ν = aPr) and gβ appear in (2.1) and (2.2) and
therefore are appropriate for the definition of a characteristic temperature. Thus we
obtain

Tc =

(
a2

gβ

∣∣∣∣
∂T

∂y

∣∣∣∣
3

w

)1/4

(2.4)
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Asymptotic analysis of the near-wall region of
turbulent natural convection flows

By M. HÖLLING AND H. HERWIG
Hamburg University of Technology, Applied Thermodynamics, Denickestrasse 17,

D-21073 Hamburg, Germany

(Received 21 July 2004 and in revised form 27 May 2005)

High-Grashof-number turbulent natural convection in the vicinity of vertical walls
with heat transfer is analysed asymptotically. The near-wall boundary layer has
a viscosity-influenced inner layer and a fully turbulent outer layer, similar to the
structure of forced convection boundary layers. Scaling laws and wall functions are
found by asymptotic matching of the temperature gradients in the overlap layer.
The temperature wall function then is a simple logarithmic function of wall distance
whereas the velocity profile in the overlap layer is a more complex correlation.
Constants in these wall functions are deduced from high-quality data for large
Grashof numbers. Experimental as well as numerical profiles as a whole are very
well reproduced by the combination of wall functions and viscous sublayer profiles.
Therefore these new asymptotic profiles can be used in CFD codes to avoid very fine
grids close to the wall, when Grashof numbers are high.

1. Introduction
Turbulent natural convection along vertical walls is a frequently encountered flow

situation for example in air conditioning of buildings, cooling of electronic devices
or nuclear power plants. Often Grashof numbers are very large for these flows. Here,
the Grashof number is Gr = gβ"T h3/ν2, with g being the gravitational accelaration,
β the thermal expansion coefficient, "T a characteristic temperature difference, h
a geometrical length scale (channel height or distance along the plate) and ν the
kinematic viscosity. Alternatively the Rayleigh number Ra = GrP r can be used with
the molecular Prandtl number Pr = ν/a and the thermal diffusivity a.

For an asymptotic analysis (Gr → ∞ or Ra → ∞) of such flows it is important
to have high-quality experimental and/or numerical data to validate the proposed
functions and to obtain the model constants involved. There are three standard
geometries with heat transfer at vertical walls. One is a vertical channel of infinite
extent between a heated and a cooled wall, see figure 1(a). This simple geometry has
been extensively investigated using direct numerical simulation (DNS) by Versteegh &
Nieuwstadt (1999), Boudjemadi et al. (1997) and Wang, Fu & Zhang (2002) and
experimentally by Betts & Bokhari (2000). The second standard geometry is a hot
vertical plate in an environment at rest, studied by e.g. Tsuji & Nagano (1988a, b),
Tsuji, Nagano & Tagawa (1991), and Cheesewright (1968) and for non-Boussinesq
conditions by Siebers, Moffatt & Schwind (1985), see figure 1(b). The third standard
geometry is that of a cavity with sidewalls at different temperatures and a small
aspect ratio as studied by Ampofo & Karayiannis (2003) and Cheesewright, King &
Ziai (1986). All experimental and numerical data used in our study are for air with a
Prandtl number Pr = 0.71.
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High-Grashof-number turbulent natural convection in the vicinity of vertical walls
with heat transfer is analysed asymptotically. The near-wall boundary layer has
a viscosity-influenced inner layer and a fully turbulent outer layer, similar to the
structure of forced convection boundary layers. Scaling laws and wall functions are
found by asymptotic matching of the temperature gradients in the overlap layer.
The temperature wall function then is a simple logarithmic function of wall distance
whereas the velocity profile in the overlap layer is a more complex correlation.
Constants in these wall functions are deduced from high-quality data for large
Grashof numbers. Experimental as well as numerical profiles as a whole are very
well reproduced by the combination of wall functions and viscous sublayer profiles.
Therefore these new asymptotic profiles can be used in CFD codes to avoid very fine
grids close to the wall, when Grashof numbers are high.

1. Introduction
Turbulent natural convection along vertical walls is a frequently encountered flow

situation for example in air conditioning of buildings, cooling of electronic devices
or nuclear power plants. Often Grashof numbers are very large for these flows. Here,
the Grashof number is Gr = gβ"T h3/ν2, with g being the gravitational accelaration,
β the thermal expansion coefficient, "T a characteristic temperature difference, h
a geometrical length scale (channel height or distance along the plate) and ν the
kinematic viscosity. Alternatively the Rayleigh number Ra = GrP r can be used with
the molecular Prandtl number Pr = ν/a and the thermal diffusivity a.

For an asymptotic analysis (Gr → ∞ or Ra → ∞) of such flows it is important
to have high-quality experimental and/or numerical data to validate the proposed
functions and to obtain the model constants involved. There are three standard
geometries with heat transfer at vertical walls. One is a vertical channel of infinite
extent between a heated and a cooled wall, see figure 1(a). This simple geometry has
been extensively investigated using direct numerical simulation (DNS) by Versteegh &
Nieuwstadt (1999), Boudjemadi et al. (1997) and Wang, Fu & Zhang (2002) and
experimentally by Betts & Bokhari (2000). The second standard geometry is a hot
vertical plate in an environment at rest, studied by e.g. Tsuji & Nagano (1988a, b),
Tsuji, Nagano & Tagawa (1991), and Cheesewright (1968) and for non-Boussinesq
conditions by Siebers, Moffatt & Schwind (1985), see figure 1(b). The third standard
geometry is that of a cavity with sidewalls at different temperatures and a small
aspect ratio as studied by Ampofo & Karayiannis (2003) and Cheesewright, King &
Ziai (1986). All experimental and numerical data used in our study are for air with a
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3. Earlier Theoretical Studies

One approach in early theoretical studies proposes scaling functions of the mean temperature in
terms of relevant length and temperature scales in two major flow regions, a near-wall viscosity-
dominated inner layer and an outer fully turbulent layer. Then by matching of the mean tem-
perature gradients in an overlap layer that is presumed to exist, the functional form of the tem-
perature profile in the overlap layer and the dependence of Nu on Ra have been obtained in the
asymptotic limit of high Ra. One of the first and often cited work using this approach was by
George and Capp (GC1979) [12]. Hölling and Herwig (HH2005) [13] used a similar approach
but with a different choice of the temperature scale in the outer layer.

Denote the relevant temperature scales in the inner and outer layers by QI and QO, respec-
tively. The relevant length scale in the inner layer is denoted by h and the length scale of the
outer layer is taken to be H. In this approach, the functional forms of the mean temperature
profile in the inner and outer layers are proposed to be of the form

Qw �Q(x)
QI

= FI(x/h ,Pr), inner layer (15)

Q(x)�Q•
QO

= FO(x/H), outer layer (16)

for some scaling functions FI and FO, where Qw and Q• denote the mean temperature at the
wall (x = 0) and far away from the wall (x ! H/2), respectively and thus

Qw �Q• = D/2 (17)

Molecular viscosity and thermal diffusivity are expected to be significant in the inner layer and
not the outer layer thus FI but not FO depends on Pr in general. Another assumption is that
there exists an overlap layer in which both Eqs. (15) and (16) hold. Then matching the mean
temperature gradient gives

�QIF 0
I (x̂,Pr)
h

=
QOF 0

O(x̃)
H

(18)

where 0 denotes derivative w.r.t. x̂ ⌘ x/h or x̃ ⌘ x/H. In [12, 13], h is chosen as

h =
k

(kagqw)1/4 (19)

where
qw ⌘ Q

rc
= Nu

kD
H

(20)

In [12],
QI =

qw

(kagqw)1/4 , QO =
qw

(agHqw)1/3 (21)

while Hölling and Herwig [13] chose QO to be the same as QI:

QI = QO =
qw

(kagqw)1/4 (22)

Turbulence, Heat and Mass Transfer 10

3. Earlier Theoretical Studies

One approach in early theoretical studies proposes scaling functions of the mean temperature in
terms of relevant length and temperature scales in two major flow regions, a near-wall viscosity-
dominated inner layer and an outer fully turbulent layer. Then by matching of the mean tem-
perature gradients in an overlap layer that is presumed to exist, the functional form of the tem-
perature profile in the overlap layer and the dependence of Nu on Ra have been obtained in the
asymptotic limit of high Ra. One of the first and often cited work using this approach was by
George and Capp (GC1979) [12]. Hölling and Herwig (HH2005) [13] used a similar approach
but with a different choice of the temperature scale in the outer layer.

Denote the relevant temperature scales in the inner and outer layers by QI and QO, respec-
tively. The relevant length scale in the inner layer is denoted by h and the length scale of the
outer layer is taken to be H. In this approach, the functional forms of the mean temperature
profile in the inner and outer layers are proposed to be of the form

Qw �Q(x)
QI

= FI(x/h ,Pr), inner layer (15)

Q(x)�Q•
QO

= FO(x/H), outer layer (16)

for some scaling functions FI and FO, where Qw and Q• denote the mean temperature at the
wall (x = 0) and far away from the wall (x ! H/2), respectively and thus

Qw �Q• = D/2 (17)

Molecular viscosity and thermal diffusivity are expected to be significant in the inner layer and
not the outer layer thus FI but not FO depends on Pr in general. Another assumption is that
there exists an overlap layer in which both Eqs. (15) and (16) hold. Then matching the mean
temperature gradient gives

�QIF 0
I (x̂,Pr)
h

=
QOF 0

O(x̃)
H

(18)

where 0 denotes derivative w.r.t. x̂ ⌘ x/h or x̃ ⌘ x/H. In [12, 13], h is chosen as

h =
k

(kagqw)1/4 (19)

where
qw ⌘ Q

rc
= Nu

kD
H

(20)

In [12],
QI =

qw

(kagqw)1/4 , QO =
qw

(agHqw)1/3 (21)
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Earlier scaling theories

• Propose scaling functions of mean temperature in inner and outer 
layers

Theoretical attempts to understand turbulent 
vertical convection

• One approach is to identify relevant length, velocity 
and temperature scales in different regions and 
develop scaling functions of velocity and temperature
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Figure 2. Two-layer structure of the natural convection near-wall region.

In what follows we analyse the temperature and velocity profiles of turbulent
natural convection flows as closely as possible along those lines of argument that lead
to the logarithmic law of the wall with forced convection flows. For reasons explained
later we base our analysis on the Boussinesq approximation (constant properties with
the exception of the density as a linear function of temperature, i.e. ρ(T ), in the
buoyancy term). Table 1 below summarizes details of this approach.

The near-wall region of turbulent natural convection can generally be described by

0 =
∂

∂y

(
ν
∂u

∂y
− u′v′

)
+ gβ(T − T0), (2.1)

0 =
∂

∂y

(
a
∂T

∂y
− v′T ′

)
, (2.2)

see for example Tsuji & Nagano (1988a). Here, y is the coordinate normal to the wall,
u the time-averaged velocity parallel to the wall, T the time-averaged temperature,
T0 a reference temperature, −u′v′ the Reynolds stress and −v′T ′ the turbulent heat
flux. Due to the buoyancy term in the momentum equation (2.1) the two equations
are linked.

First, we analyse the temperature profile assuming a two-layer structure with an
inner layer and an outer layer, see figure 2. In the inner layer both modes of heat
transfer, molecular and turbulent, are present. The outer layer is fully turbulent and
therefore only the turbulent heat flux has to be accounted for. The heat flux in both
layers is constant and equal to the wall heat flux, i.e.

a
∂T

∂y
− v′T ′ = a

∂T

∂y

∣∣∣∣
w

= const. (2.3)

Here, a ∂T/∂y is the molecular and −v′T ′ the turbulent heat flux. Both together
are equal to a ∂T/∂y|w , characterizing the heat transfer situation. Therefore a
characteristic temperature Tc should be based on this quantity. Furthermore, the
fluid properties a (or equivalently ν = aPr) and gβ appear in (2.1) and (2.2) and
therefore are appropriate for the definition of a characteristic temperature. Thus we
obtain

Tc =

(
a2

gβ

∣∣∣∣
∂T

∂y

∣∣∣∣
3

w

)1/4

(2.4)
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High-Grashof-number turbulent natural convection in the vicinity of vertical walls
with heat transfer is analysed asymptotically. The near-wall boundary layer has
a viscosity-influenced inner layer and a fully turbulent outer layer, similar to the
structure of forced convection boundary layers. Scaling laws and wall functions are
found by asymptotic matching of the temperature gradients in the overlap layer.
The temperature wall function then is a simple logarithmic function of wall distance
whereas the velocity profile in the overlap layer is a more complex correlation.
Constants in these wall functions are deduced from high-quality data for large
Grashof numbers. Experimental as well as numerical profiles as a whole are very
well reproduced by the combination of wall functions and viscous sublayer profiles.
Therefore these new asymptotic profiles can be used in CFD codes to avoid very fine
grids close to the wall, when Grashof numbers are high.

1. Introduction
Turbulent natural convection along vertical walls is a frequently encountered flow

situation for example in air conditioning of buildings, cooling of electronic devices
or nuclear power plants. Often Grashof numbers are very large for these flows. Here,
the Grashof number is Gr = gβ"T h3/ν2, with g being the gravitational accelaration,
β the thermal expansion coefficient, "T a characteristic temperature difference, h
a geometrical length scale (channel height or distance along the plate) and ν the
kinematic viscosity. Alternatively the Rayleigh number Ra = GrP r can be used with
the molecular Prandtl number Pr = ν/a and the thermal diffusivity a.

For an asymptotic analysis (Gr → ∞ or Ra → ∞) of such flows it is important
to have high-quality experimental and/or numerical data to validate the proposed
functions and to obtain the model constants involved. There are three standard
geometries with heat transfer at vertical walls. One is a vertical channel of infinite
extent between a heated and a cooled wall, see figure 1(a). This simple geometry has
been extensively investigated using direct numerical simulation (DNS) by Versteegh &
Nieuwstadt (1999), Boudjemadi et al. (1997) and Wang, Fu & Zhang (2002) and
experimentally by Betts & Bokhari (2000). The second standard geometry is a hot
vertical plate in an environment at rest, studied by e.g. Tsuji & Nagano (1988a, b),
Tsuji, Nagano & Tagawa (1991), and Cheesewright (1968) and for non-Boussinesq
conditions by Siebers, Moffatt & Schwind (1985), see figure 1(b). The third standard
geometry is that of a cavity with sidewalls at different temperatures and a small
aspect ratio as studied by Ampofo & Karayiannis (2003) and Cheesewright, King &
Ziai (1986). All experimental and numerical data used in our study are for air with a
Prandtl number Pr = 0.71.
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High-Grashof-number turbulent natural convection in the vicinity of vertical walls
with heat transfer is analysed asymptotically. The near-wall boundary layer has
a viscosity-influenced inner layer and a fully turbulent outer layer, similar to the
structure of forced convection boundary layers. Scaling laws and wall functions are
found by asymptotic matching of the temperature gradients in the overlap layer.
The temperature wall function then is a simple logarithmic function of wall distance
whereas the velocity profile in the overlap layer is a more complex correlation.
Constants in these wall functions are deduced from high-quality data for large
Grashof numbers. Experimental as well as numerical profiles as a whole are very
well reproduced by the combination of wall functions and viscous sublayer profiles.
Therefore these new asymptotic profiles can be used in CFD codes to avoid very fine
grids close to the wall, when Grashof numbers are high.
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Turbulent natural convection along vertical walls is a frequently encountered flow

situation for example in air conditioning of buildings, cooling of electronic devices
or nuclear power plants. Often Grashof numbers are very large for these flows. Here,
the Grashof number is Gr = gβ"T h3/ν2, with g being the gravitational accelaration,
β the thermal expansion coefficient, "T a characteristic temperature difference, h
a geometrical length scale (channel height or distance along the plate) and ν the
kinematic viscosity. Alternatively the Rayleigh number Ra = GrP r can be used with
the molecular Prandtl number Pr = ν/a and the thermal diffusivity a.

For an asymptotic analysis (Gr → ∞ or Ra → ∞) of such flows it is important
to have high-quality experimental and/or numerical data to validate the proposed
functions and to obtain the model constants involved. There are three standard
geometries with heat transfer at vertical walls. One is a vertical channel of infinite
extent between a heated and a cooled wall, see figure 1(a). This simple geometry has
been extensively investigated using direct numerical simulation (DNS) by Versteegh &
Nieuwstadt (1999), Boudjemadi et al. (1997) and Wang, Fu & Zhang (2002) and
experimentally by Betts & Bokhari (2000). The second standard geometry is a hot
vertical plate in an environment at rest, studied by e.g. Tsuji & Nagano (1988a, b),
Tsuji, Nagano & Tagawa (1991), and Cheesewright (1968) and for non-Boussinesq
conditions by Siebers, Moffatt & Schwind (1985), see figure 1(b). The third standard
geometry is that of a cavity with sidewalls at different temperatures and a small
aspect ratio as studied by Ampofo & Karayiannis (2003) and Cheesewright, King &
Ziai (1986). All experimental and numerical data used in our study are for air with a
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3. Earlier Theoretical Studies

One approach in early theoretical studies proposes scaling functions of the mean temperature in
terms of relevant length and temperature scales in two major flow regions, a near-wall viscosity-
dominated inner layer and an outer fully turbulent layer. Then by matching of the mean tem-
perature gradients in an overlap layer that is presumed to exist, the functional form of the tem-
perature profile in the overlap layer and the dependence of Nu on Ra have been obtained in the
asymptotic limit of high Ra. One of the first and often cited work using this approach was by
George and Capp (GC1979) [12]. Hölling and Herwig (HH2005) [13] used a similar approach
but with a different choice of the temperature scale in the outer layer.

Denote the relevant temperature scales in the inner and outer layers by QI and QO, respec-
tively. The relevant length scale in the inner layer is denoted by h and the length scale of the
outer layer is taken to be H. In this approach, the functional forms of the mean temperature
profile in the inner and outer layers are proposed to be of the form

Qw �Q(x)
QI

= FI(x/h ,Pr), inner layer (15)

Q(x)�Q•
QO

= FO(x/H), outer layer (16)

for some scaling functions FI and FO, where Qw and Q• denote the mean temperature at the
wall (x = 0) and far away from the wall (x ! H/2), respectively and thus

Qw �Q• = D/2 (17)

Molecular viscosity and thermal diffusivity are expected to be significant in the inner layer and
not the outer layer thus FI but not FO depends on Pr in general. Another assumption is that
there exists an overlap layer in which both Eqs. (15) and (16) hold. Then matching the mean
temperature gradient gives

�QIF 0
I (x̂,Pr)
h

=
QOF 0

O(x̃)
H

(18)

where 0 denotes derivative w.r.t. x̂ ⌘ x/h or x̃ ⌘ x/H. In [12, 13], h is chosen as

h =
k

(kagqw)1/4 (19)

where
qw ⌘ Q

rc
= Nu

kD
H

(20)

In [12],
QI =

qw

(kagqw)1/4 , QO =
qw

(agHqw)1/3 (21)

while Hölling and Herwig [13] chose QO to be the same as QI:

QI = QO =
qw

(kagqw)1/4 (22)
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George and Capp (GC1979) [12]. Hölling and Herwig (HH2005) [13] used a similar approach
but with a different choice of the temperature scale in the outer layer.

Denote the relevant temperature scales in the inner and outer layers by QI and QO, respec-
tively. The relevant length scale in the inner layer is denoted by h and the length scale of the
outer layer is taken to be H. In this approach, the functional forms of the mean temperature
profile in the inner and outer layers are proposed to be of the form

Qw �Q(x)
QI

= FI(x/h ,Pr), inner layer (15)

Q(x)�Q•
QO

= FO(x/H), outer layer (16)

for some scaling functions FI and FO, where Qw and Q• denote the mean temperature at the
wall (x = 0) and far away from the wall (x ! H/2), respectively and thus

Qw �Q• = D/2 (17)

Molecular viscosity and thermal diffusivity are expected to be significant in the inner layer and
not the outer layer thus FI but not FO depends on Pr in general. Another assumption is that
there exists an overlap layer in which both Eqs. (15) and (16) hold. Then matching the mean
temperature gradient gives

�QIF 0
I (x̂,Pr)
h

=
QOF 0

O(x̃)
H

(18)

where 0 denotes derivative w.r.t. x̂ ⌘ x/h or x̃ ⌘ x/H. In [12, 13], h is chosen as

h =
k

(kagqw)1/4 (19)

where
qw ⌘ Q

rc
= Nu

kD
H

(20)

In [12],
QI =

qw

(kagqw)1/4 , QO =
qw

(agHqw)1/3 (21)
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Figure 2. Two-layer structure of the natural convection near-wall region.

In what follows we analyse the temperature and velocity profiles of turbulent
natural convection flows as closely as possible along those lines of argument that lead
to the logarithmic law of the wall with forced convection flows. For reasons explained
later we base our analysis on the Boussinesq approximation (constant properties with
the exception of the density as a linear function of temperature, i.e. ρ(T ), in the
buoyancy term). Table 1 below summarizes details of this approach.

The near-wall region of turbulent natural convection can generally be described by

0 =
∂

∂y

(
ν
∂u

∂y
− u′v′

)
+ gβ(T − T0), (2.1)

0 =
∂

∂y

(
a
∂T

∂y
− v′T ′

)
, (2.2)

see for example Tsuji & Nagano (1988a). Here, y is the coordinate normal to the wall,
u the time-averaged velocity parallel to the wall, T the time-averaged temperature,
T0 a reference temperature, −u′v′ the Reynolds stress and −v′T ′ the turbulent heat
flux. Due to the buoyancy term in the momentum equation (2.1) the two equations
are linked.

First, we analyse the temperature profile assuming a two-layer structure with an
inner layer and an outer layer, see figure 2. In the inner layer both modes of heat
transfer, molecular and turbulent, are present. The outer layer is fully turbulent and
therefore only the turbulent heat flux has to be accounted for. The heat flux in both
layers is constant and equal to the wall heat flux, i.e.

a
∂T

∂y
− v′T ′ = a

∂T

∂y

∣∣∣∣
w

= const. (2.3)

Here, a ∂T/∂y is the molecular and −v′T ′ the turbulent heat flux. Both together
are equal to a ∂T/∂y|w , characterizing the heat transfer situation. Therefore a
characteristic temperature Tc should be based on this quantity. Furthermore, the
fluid properties a (or equivalently ν = aPr) and gβ appear in (2.1) and (2.2) and
therefore are appropriate for the definition of a characteristic temperature. Thus we
obtain

Tc =

(
a2

gβ

∣∣∣∣
∂T

∂y

∣∣∣∣
3

w

)1/4

(2.4)
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Asymptotic analysis of the near-wall region of
turbulent natural convection flows
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High-Grashof-number turbulent natural convection in the vicinity of vertical walls
with heat transfer is analysed asymptotically. The near-wall boundary layer has
a viscosity-influenced inner layer and a fully turbulent outer layer, similar to the
structure of forced convection boundary layers. Scaling laws and wall functions are
found by asymptotic matching of the temperature gradients in the overlap layer.
The temperature wall function then is a simple logarithmic function of wall distance
whereas the velocity profile in the overlap layer is a more complex correlation.
Constants in these wall functions are deduced from high-quality data for large
Grashof numbers. Experimental as well as numerical profiles as a whole are very
well reproduced by the combination of wall functions and viscous sublayer profiles.
Therefore these new asymptotic profiles can be used in CFD codes to avoid very fine
grids close to the wall, when Grashof numbers are high.

1. Introduction
Turbulent natural convection along vertical walls is a frequently encountered flow

situation for example in air conditioning of buildings, cooling of electronic devices
or nuclear power plants. Often Grashof numbers are very large for these flows. Here,
the Grashof number is Gr = gβ"T h3/ν2, with g being the gravitational accelaration,
β the thermal expansion coefficient, "T a characteristic temperature difference, h
a geometrical length scale (channel height or distance along the plate) and ν the
kinematic viscosity. Alternatively the Rayleigh number Ra = GrP r can be used with
the molecular Prandtl number Pr = ν/a and the thermal diffusivity a.

For an asymptotic analysis (Gr → ∞ or Ra → ∞) of such flows it is important
to have high-quality experimental and/or numerical data to validate the proposed
functions and to obtain the model constants involved. There are three standard
geometries with heat transfer at vertical walls. One is a vertical channel of infinite
extent between a heated and a cooled wall, see figure 1(a). This simple geometry has
been extensively investigated using direct numerical simulation (DNS) by Versteegh &
Nieuwstadt (1999), Boudjemadi et al. (1997) and Wang, Fu & Zhang (2002) and
experimentally by Betts & Bokhari (2000). The second standard geometry is a hot
vertical plate in an environment at rest, studied by e.g. Tsuji & Nagano (1988a, b),
Tsuji, Nagano & Tagawa (1991), and Cheesewright (1968) and for non-Boussinesq
conditions by Siebers, Moffatt & Schwind (1985), see figure 1(b). The third standard
geometry is that of a cavity with sidewalls at different temperatures and a small
aspect ratio as studied by Ampofo & Karayiannis (2003) and Cheesewright, King &
Ziai (1986). All experimental and numerical data used in our study are for air with a
Prandtl number Pr = 0.71.
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3. Earlier Theoretical Studies

One approach in early theoretical studies proposes scaling functions of the mean temperature in
terms of relevant length and temperature scales in two major flow regions, a near-wall viscosity-
dominated inner layer and an outer fully turbulent layer. Then by matching of the mean tem-
perature gradients in an overlap layer that is presumed to exist, the functional form of the tem-
perature profile in the overlap layer and the dependence of Nu on Ra have been obtained in the
asymptotic limit of high Ra. One of the first and often cited work using this approach was by
George and Capp (GC1979) [12]. Hölling and Herwig (HH2005) [13] used a similar approach
but with a different choice of the temperature scale in the outer layer.

Denote the relevant temperature scales in the inner and outer layers by QI and QO, respec-
tively. The relevant length scale in the inner layer is denoted by h and the length scale of the
outer layer is taken to be H. In this approach, the functional forms of the mean temperature
profile in the inner and outer layers are proposed to be of the form

Qw �Q(x)
QI

= FI(x/h ,Pr), inner layer (15)

Q(x)�Q•
QO

= FO(x/H), outer layer (16)

for some scaling functions FI and FO, where Qw and Q• denote the mean temperature at the
wall (x = 0) and far away from the wall (x ! H/2), respectively and thus

Qw �Q• = D/2 (17)

Molecular viscosity and thermal diffusivity are expected to be significant in the inner layer and
not the outer layer thus FI but not FO depends on Pr in general. Another assumption is that
there exists an overlap layer in which both Eqs. (15) and (16) hold. Then matching the mean
temperature gradient gives

�QIF 0
I (x̂,Pr)
h

=
QOF 0

O(x̃)
H

(18)

where 0 denotes derivative w.r.t. x̂ ⌘ x/h or x̃ ⌘ x/H. In [12, 13], h is chosen as

h =
k

(kagqw)1/4 (19)

where
qw ⌘ Q

rc
= Nu

kD
H

(20)

In [12],
QI =

qw

(kagqw)1/4 , QO =
qw

(agHqw)1/3 (21)

while Hölling and Herwig [13] chose QO to be the same as QI:

QI = QO =
qw

(kagqw)1/4 (22)
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• Assume there is an overlap layer

• GC1979:

• HH2005:

                                                   
                                                       K ≠	0
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while Hölling and Herwig [13] chose QO to be the same as QI:

QI = QO =
qw

(kagqw)1/4 (22)

E.S.C. Ching

Together with Eqs. (21) and (22), Eq. (18) implies

F 0
I (x̂,Pr)x̂1�g =�F 0

O(x̃)x̃
1�g (23)

where g = �1/3 in [12] and g = 0 in [13]. In the asymptotic limit of high Ra, h/H ! 0 then
x̂ and x̃ become independent and each of the two sides of Eq. (23) equals to some non-zero
constant K. Hence,

FI(x̂,Pr) = �3Kx̂�1/3 +A(Pr), FO(x̃) = 3Kx̃�1/3 +B (GC1979) (24)
FI(x̂,Pr) = K ln x̂+A(Pr), FO(x̃) =�K ln x̃+B (HH2005) (25)

for some function A(Pr) and constant B. Substituting Eqs. (24) and (25) into Eqs. (15) and (16)
and using Eq. (17), one obtains

D
2QI

=

(
A(Pr)+B

� h
H
�1/3 (GC1979)

�K ln
� h

H
�
+A(Pr)+B (HH2005)

(26)

Using Eq. (20), we can express QI and h/H in Eq. (26) in terms of Nu, Ra and Pr and obtain
the predictions of Nu(Ra,Pr):

Nu�2/3(RaPr)1/3 = 2A(Pr)(NuRaPr)1/12 +2B (GC1979) (27)

Nu�3/4(RaPr)1/4 =
K
2

ln(NuRaPr)+2A(Pr)+2B (HH2005) (28)

We test these predictions using the DNS data from a recent study for 1  Pr  100 and 106 
Ra  109 [10]. The DNS data show that an overlap layer between the two functional forms of
the mean temperature proposed by George and Capp [12] in the inner and outer layers does not
exist for Pr � 5. As shown in Fig. 2, the numerical data are consistent with Eq. (28) with K = 0.
Hence, both analyses [12, 13] are not supported by the DNS data. When K = 0, Eq. (28) is
equivalent to Nu = g(Pr)Ra1/3 for some function g(Pr), and we will discuss how this result is
obtained in our recent theoretical study [11].

4. Our Theory and Results

Our theoretical analysis is based on Eqs. (8) and (9) and makes the minimal closure approxima-
tion needed. We first integrate Eq. (8) over x to get

hu0w0it = n dW
dx

+ag
Z x

0
Q(x0)dx0 �n dW

dx

����
x=0

(29)

Then we evaluate Eq. (29) at x = x0, the location at which ndW/dx and hu0w0it are equal. This
allows us to bypass the difficulty of estimating hu0w0it and obtain

n dW
dx

����
x=0

= ag
Z x0

0
Q(x0)dx0 =

agDH
4Nu

Z x0

0
F(x )dx (30)

• Assume there is an overlap layer

• In Ra → ∞ limit,
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• GC1979:

• HH2005:
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terms of relevant length and temperature scales in two major flow regions, a near-wall viscosity-
dominated inner layer and an outer fully turbulent layer. Then by matching of the mean tem-
perature gradients in an overlap layer that is presumed to exist, the functional form of the tem-
perature profile in the overlap layer and the dependence of Nu on Ra have been obtained in the
asymptotic limit of high Ra. One of the first and often cited work using this approach was by
George and Capp (GC1979) [12]. Hölling and Herwig (HH2005) [13] used a similar approach
but with a different choice of the temperature scale in the outer layer.

Denote the relevant temperature scales in the inner and outer layers by QI and QO, respec-
tively. The relevant length scale in the inner layer is denoted by h and the length scale of the
outer layer is taken to be H. In this approach, the functional forms of the mean temperature
profile in the inner and outer layers are proposed to be of the form

Qw �Q(x)
QI

= FI(x/h ,Pr), inner layer (15)

Q(x)�Q•
QO

= FO(x/H), outer layer (16)

for some scaling functions FI and FO, where Qw and Q• denote the mean temperature at the
wall (x = 0) and far away from the wall (x ! H/2), respectively and thus

Qw �Q• = D/2 (17)

Molecular viscosity and thermal diffusivity are expected to be significant in the inner layer and
not the outer layer thus FI but not FO depends on Pr in general. Another assumption is that
there exists an overlap layer in which both Eqs. (15) and (16) hold. Then matching the mean
temperature gradient gives

�QIF 0
I (x̂,Pr)
h

=
QOF 0

O(x̃)
H

(18)

where 0 denotes derivative w.r.t. x̂ ⌘ x/h or x̃ ⌘ x/H. In [12, 13], h is chosen as

h =
k

(kagqw)1/4 (19)

where
qw ⌘ Q

rc
= Nu

kD
H

(20)

In [12],
QI =

qw

(kagqw)1/4 , QO =
qw

(agHqw)1/3 (21)

while Hölling and Herwig [13] chose QO to be the same as QI:

QI = QO =
qw

(kagqw)1/4 (22)
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E.S.C. Ching

Together with Eqs. (21) and (22), Eq. (18) implies

F 0
I (x̂,Pr)x̂1�g =�F 0

O(x̃)x̃
1�g (23)

where g = �1/3 in [12] and g = 0 in [13]. In the asymptotic limit of high Ra, h/H ! 0 then
x̂ and x̃ become independent and each of the two sides of Eq. (23) equals to some non-zero
constant K. Hence,

FI(x̂,Pr) = �3Kx̂�1/3 +A(Pr), FO(x̃) = 3Kx̃�1/3 +B (GC1979) (24)
FI(x̂,Pr) = K ln x̂+A(Pr), FO(x̃) =�K ln x̃+B (HH2005) (25)

for some function A(Pr) and constant B. Substituting Eqs. (24) and (25) into Eqs. (15) and (16)
and using Eq. (17), one obtains

D
2QI

=

(
A(Pr)+B

� h
H
�1/3 (GC1979)

�K ln
� h

H
�
+A(Pr)+B (HH2005)

(26)

Using Eq. (20), we can express QI and h/H in Eq. (26) in terms of Nu, Ra and Pr and obtain
the predictions of Nu(Ra,Pr):

Nu�2/3(RaPr)1/3 = 2A(Pr)(NuRaPr)1/12 +2B (GC1979) (27)

Nu�3/4(RaPr)1/4 =
K
2

ln(NuRaPr)+2A(Pr)+2B (HH2005) (28)

We test these predictions using the DNS data from a recent study for 1  Pr  100 and 106 
Ra  109 [10]. The DNS data show that an overlap layer between the two functional forms of
the mean temperature proposed by George and Capp [12] in the inner and outer layers does not
exist for Pr � 5. As shown in Fig. 2, the numerical data are consistent with Eq. (28) with K = 0.
Hence, both analyses [12, 13] are not supported by the DNS data. When K = 0, Eq. (28) is
equivalent to Nu = g(Pr)Ra1/3 for some function g(Pr), and we will discuss how this result is
obtained in our recent theoretical study [11].

4. Our Theory and Results

Our theoretical analysis is based on Eqs. (8) and (9) and makes the minimal closure approxima-
tion needed. We first integrate Eq. (8) over x to get

hu0w0it = n dW
dx

+ag
Z x

0
Q(x0)dx0 �n dW

dx

����
x=0

(29)

Then we evaluate Eq. (29) at x = x0, the location at which ndW/dx and hu0w0it are equal. This
allows us to bypass the difficulty of estimating hu0w0it and obtain

n dW
dx

����
x=0

= ag
Z x0

0
Q(x0)dx0 =

agDH
4Nu

Z x0

0
F(x )dx (30)
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3. Earlier Theoretical Studies

One approach in early theoretical studies proposes scaling functions of the mean temperature in
terms of relevant length and temperature scales in two major flow regions, a near-wall viscosity-
dominated inner layer and an outer fully turbulent layer. Then by matching of the mean tem-
perature gradients in an overlap layer that is presumed to exist, the functional form of the tem-
perature profile in the overlap layer and the dependence of Nu on Ra have been obtained in the
asymptotic limit of high Ra. One of the first and often cited work using this approach was by
George and Capp (GC1979) [12]. Hölling and Herwig (HH2005) [13] used a similar approach
but with a different choice of the temperature scale in the outer layer.

Denote the relevant temperature scales in the inner and outer layers by QI and QO, respec-
tively. The relevant length scale in the inner layer is denoted by h and the length scale of the
outer layer is taken to be H. In this approach, the functional forms of the mean temperature
profile in the inner and outer layers are proposed to be of the form

Qw �Q(x)
QI

= FI(x/h ,Pr), inner layer (15)

Q(x)�Q•
QO

= FO(x/H), outer layer (16)

for some scaling functions FI and FO, where Qw and Q• denote the mean temperature at the
wall (x = 0) and far away from the wall (x ! H/2), respectively and thus

Qw �Q• = D/2 (17)

Molecular viscosity and thermal diffusivity are expected to be significant in the inner layer and
not the outer layer thus FI but not FO depends on Pr in general. Another assumption is that
there exists an overlap layer in which both Eqs. (15) and (16) hold. Then matching the mean
temperature gradient gives

�QIF 0
I (x̂,Pr)
h

=
QOF 0

O(x̃)
H

(18)

where 0 denotes derivative w.r.t. x̂ ⌘ x/h or x̃ ⌘ x/H. In [12, 13], h is chosen as

h =
k

(kagqw)1/4 (19)

where
qw ⌘ Q

rc
= Nu

kD
H

(20)

In [12],
QI =

qw

(kagqw)1/4 , QO =
qw

(agHqw)1/3 (21)

while Hölling and Herwig [13] chose QO to be the same as QI:

QI = QO =
qw

(kagqw)1/4 (22)
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Using Eq. (20), we can express QI and h/H in Eq. (26) in terms of Nu, Ra and Pr and obtain
the predictions of Nu(Ra,Pr):

Nu�2/3(RaPr)1/3 = 2A(Pr)(NuRaPr)1/12 +2B (GC1979) (27)
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K
2
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We test these predictions using the DNS data from a recent study for 1  Pr  100 and 106 
Ra  109 [10]. The DNS data show that an overlap layer between the two functional forms of
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obtained in our recent theoretical study [11].

4. Our Theory and Results

Our theoretical analysis is based on Eqs. (8) and (9) and makes the minimal closure approxima-
tion needed. We first integrate Eq. (8) over x to get

hu0w0it = n dW
dx

+ag
Z x

0
Q(x0)dx0 �n dW

dx

����
x=0

(29)

E.S.C. Ching

Together with Eqs. (21) and (22), Eq. (18) implies

F 0
I (x̂,Pr)x̂1�g =�F 0

O(x̃)x̃
1�g = K, K 6= 0 (23)

QI

QO
=
⇣h

H

⌘g

where

g =

(
�1/3 (GC1979)
0 (HH2005)

In the asymptotic limit of high Ra, h/H ! 0 then x̂ and x̃ become independent and each of the
two sides of Eq. (23) equals to some non-zero constant K. Hence,

FI(x̂,Pr) = �3Kx̂�1/3 +A(Pr), FO(x̃) = 3Kx̃�1/3 +B (GC1979) (24)
FI(x̂,Pr) = K ln x̂+A(Pr), FO(x̃) =�K ln x̃+B (HH2005) (25)

for some function A(Pr) and constant B. Substituting Eqs. (24) and (25) into Eqs. (15) and (16)
and using Eq. (17), one obtains

D
2QI

=

(
A(Pr)+B

� h
H
�1/3 (GC1979)

�K ln
� h

H
�
+A(Pr)+B (HH2005)

(26)

Using Eq. (20), we can express QI and h/H in Eq. (26) in terms of Nu, Ra and Pr and obtain
the predictions of Nu(Ra,Pr):

Nu�2/3(RaPr)1/3 = 2A(Pr)(NuRaPr)1/12 +2B (GC1979) (27)

Nu�3/4(RaPr)1/4 =
K
2

ln(NuRaPr)+2A(Pr)+2B (HH2005) (28)

We test these predictions using the DNS data from a recent study for 1  Pr  100 and 106 
Ra  109 [10]. The DNS data show that an overlap layer between the two functional forms of
the mean temperature proposed by George and Capp [12] in the inner and outer layers does not
exist for Pr � 5. As shown in Fig. 2, the numerical data are consistent with Eq. (28) with K = 0.
Hence, both analyses [12, 13] are not supported by the DNS data. When K = 0, Eq. (28) is
equivalent to Nu = g(Pr)Ra1/3 for some function g(Pr), and we will discuss how this result is
obtained in our recent theoretical study [11].

4. Our Theory and Results

Our theoretical analysis is based on Eqs. (8) and (9) and makes the minimal closure approxima-
tion needed. We first integrate Eq. (8) over x to get

hu0w0it = n dW
dx

+ag
Z x

0
Q(x0)dx0 �n dW

dx

����
x=0

(29)

• Assume there is an overlap layer

• In Ra → ∞ limit,

• Assume there is an overlap layer

• GC1979:

• HH2005:

                                                   
                                                       K ≠	0

Turbulence, Heat and Mass Transfer 10

3. Earlier Theoretical Studies

One approach in early theoretical studies proposes scaling functions of the mean temperature in
terms of relevant length and temperature scales in two major flow regions, a near-wall viscosity-
dominated inner layer and an outer fully turbulent layer. Then by matching of the mean tem-
perature gradients in an overlap layer that is presumed to exist, the functional form of the tem-
perature profile in the overlap layer and the dependence of Nu on Ra have been obtained in the
asymptotic limit of high Ra. One of the first and often cited work using this approach was by
George and Capp (GC1979) [12]. Hölling and Herwig (HH2005) [13] used a similar approach
but with a different choice of the temperature scale in the outer layer.

Denote the relevant temperature scales in the inner and outer layers by QI and QO, respec-
tively. The relevant length scale in the inner layer is denoted by h and the length scale of the
outer layer is taken to be H. In this approach, the functional forms of the mean temperature
profile in the inner and outer layers are proposed to be of the form

Qw �Q(x)
QI

= FI(x/h ,Pr), inner layer (15)

Q(x)�Q•
QO

= FO(x/H), outer layer (16)

for some scaling functions FI and FO, where Qw and Q• denote the mean temperature at the
wall (x = 0) and far away from the wall (x ! H/2), respectively and thus

Qw �Q• = D/2 (17)

Molecular viscosity and thermal diffusivity are expected to be significant in the inner layer and
not the outer layer thus FI but not FO depends on Pr in general. Another assumption is that
there exists an overlap layer in which both Eqs. (15) and (16) hold. Then matching the mean
temperature gradient gives

�QIF 0
I (x̂,Pr)
h

=
QOF 0

O(x̃)
H

(18)

where 0 denotes derivative w.r.t. x̂ ⌘ x/h or x̃ ⌘ x/H. In [12, 13], h is chosen as

h =
k

(kagqw)1/4 (19)

where
qw ⌘ Q

rc
= Nu

kD
H

(20)

In [12],
QI =

qw

(kagqw)1/4 , QO =
qw

(agHqw)1/3 (21)

while Hölling and Herwig [13] chose QO to be the same as QI:

QI = QO =
qw

(kagqw)1/4 (22)

Turbulence, Heat and Mass Transfer 10

3. Earlier Theoretical Studies

One approach in early theoretical studies proposes scaling functions of the mean temperature in
terms of relevant length and temperature scales in two major flow regions, a near-wall viscosity-
dominated inner layer and an outer fully turbulent layer. Then by matching of the mean tem-
perature gradients in an overlap layer that is presumed to exist, the functional form of the tem-
perature profile in the overlap layer and the dependence of Nu on Ra have been obtained in the
asymptotic limit of high Ra. One of the first and often cited work using this approach was by
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while Hölling and Herwig [13] chose QO to be the same as QI:

QI = QO =
qw

(kagqw)1/4 (22)

Turbulence, Heat and Mass Transfer 10

3. Earlier Theoretical Studies

One approach in early theoretical studies proposes scaling functions of the mean temperature in
terms of relevant length and temperature scales in two major flow regions, a near-wall viscosity-
dominated inner layer and an outer fully turbulent layer. Then by matching of the mean tem-
perature gradients in an overlap layer that is presumed to exist, the functional form of the tem-
perature profile in the overlap layer and the dependence of Nu on Ra have been obtained in the
asymptotic limit of high Ra. One of the first and often cited work using this approach was by
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while Hölling and Herwig [13] chose QO to be the same as QI:

QI = QO =
qw

(kagqw)1/4 (22)

Turbulence, Heat and Mass Transfer 10

3. Earlier Theoretical Studies

One approach in early theoretical studies proposes scaling functions of the mean temperature in
terms of relevant length and temperature scales in two major flow regions, a near-wall viscosity-
dominated inner layer and an outer fully turbulent layer. Then by matching of the mean tem-
perature gradients in an overlap layer that is presumed to exist, the functional form of the tem-
perature profile in the overlap layer and the dependence of Nu on Ra have been obtained in the
asymptotic limit of high Ra. One of the first and often cited work using this approach was by
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E.S.C. Ching

Together with Eqs. (21) and (22), Eq. (18) implies

F 0
I (x̂,Pr)x̂1�g =�F 0

O(x̃)x̃
1�g (23)

where g = �1/3 in [12] and g = 0 in [13]. In the asymptotic limit of high Ra, h/H ! 0 then
x̂ and x̃ become independent and each of the two sides of Eq. (23) equals to some non-zero
constant K. Hence,

FI(x̂,Pr) = �3Kx̂�1/3 +A(Pr), FO(x̃) = 3Kx̃�1/3 +B (GC1979) (24)
FI(x̂,Pr) = K ln x̂+A(Pr), FO(x̃) =�K ln x̃+B (HH2005) (25)

for some function A(Pr) and constant B. Substituting Eqs. (24) and (25) into Eqs. (15) and (16)
and using Eq. (17), one obtains
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Using Eq. (20), we can express QI and h/H in Eq. (26) in terms of Nu, Ra and Pr and obtain
the predictions of Nu(Ra,Pr):

Nu�2/3(RaPr)1/3 = 2A(Pr)(NuRaPr)1/12 +2B (GC1979) (27)

Nu�3/4(RaPr)1/4 =
K
2

ln(NuRaPr)+2A(Pr)+2B (HH2005) (28)

We test these predictions using the DNS data from a recent study for 1  Pr  100 and 106 
Ra  109 [10]. The DNS data show that an overlap layer between the two functional forms of
the mean temperature proposed by George and Capp [12] in the inner and outer layers does not
exist for Pr � 5. As shown in Fig. 2, the numerical data are consistent with Eq. (28) with K = 0.
Hence, both analyses [12, 13] are not supported by the DNS data. When K = 0, Eq. (28) is
equivalent to Nu = g(Pr)Ra1/3 for some function g(Pr), and we will discuss how this result is
obtained in our recent theoretical study [11].

4. Our Theory and Results

Our theoretical analysis is based on Eqs. (8) and (9) and makes the minimal closure approxima-
tion needed. We first integrate Eq. (8) over x to get

hu0w0it = n dW
dx

+ag
Z x

0
Q(x0)dx0 �n dW

dx

����
x=0

(29)

Then we evaluate Eq. (29) at x = x0, the location at which ndW/dx and hu0w0it are equal. This
allows us to bypass the difficulty of estimating hu0w0it and obtain

n dW
dx

����
x=0

= ag
Z x0

0
Q(x0)dx0 =

agDH
4Nu

Z x0

0
F(x )dx (30)

E.S.C. Ching

Together with Eqs. (21) and (22), Eq. (18) implies

F 0
I (x̂,Pr)x̂1�g =�F 0

O(x̃)x̃
1�g = K, K 6= 0 (23)

where

g =

(
�1/3 (GC1979)
0 (HH2005)

In the asymptotic limit of high Ra, h/H ! 0 then x̂ and x̃ become independent and each of the
two sides of Eq. (23) equals to some non-zero constant K. Hence,

FI(x̂,Pr) = �3Kx̂�1/3 +A(Pr), FO(x̃) = 3Kx̃�1/3 +B (GC1979) (24)
FI(x̂,Pr) = K ln x̂+A(Pr), FO(x̃) =�K ln x̃+B (HH2005) (25)

for some function A(Pr) and constant B. Substituting Eqs. (24) and (25) into Eqs. (15) and (16)
and using Eq. (17), one obtains

D
2QI

=

(
A(Pr)+B

� h
H
�1/3 (GC1979)

�K ln
� h

H
�
+A(Pr)+B (HH2005)

(26)

Using Eq. (20), we can express QI and h/H in Eq. (26) in terms of Nu, Ra and Pr and obtain
the predictions of Nu(Ra,Pr):

Nu�2/3(RaPr)1/3 = 2A(Pr)(NuRaPr)1/12 +2B (GC1979) (27)

Nu�3/4(RaPr)1/4 =
K
2

ln(NuRaPr)+2A(Pr)+2B (HH2005) (28)

We test these predictions using the DNS data from a recent study for 1  Pr  100 and 106 
Ra  109 [10]. The DNS data show that an overlap layer between the two functional forms of
the mean temperature proposed by George and Capp [12] in the inner and outer layers does not
exist for Pr � 5. As shown in Fig. 2, the numerical data are consistent with Eq. (28) with K = 0.
Hence, both analyses [12, 13] are not supported by the DNS data. When K = 0, Eq. (28) is
equivalent to Nu = g(Pr)Ra1/3 for some function g(Pr), and we will discuss how this result is
obtained in our recent theoretical study [11].

4. Our Theory and Results

Our theoretical analysis is based on Eqs. (8) and (9) and makes the minimal closure approxima-
tion needed. We first integrate Eq. (8) over x to get

hu0w0it = n dW
dx

+ag
Z x

0
Q(x0)dx0 �n dW

dx

����
x=0

(29)

• Assume there is an overlap layer

• GC1979:

• HH2005:

                                                   
                                                       K ≠	0

Turbulence, Heat and Mass Transfer 10

3. Earlier Theoretical Studies
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terms of relevant length and temperature scales in two major flow regions, a near-wall viscosity-
dominated inner layer and an outer fully turbulent layer. Then by matching of the mean tem-
perature gradients in an overlap layer that is presumed to exist, the functional form of the tem-
perature profile in the overlap layer and the dependence of Nu on Ra have been obtained in the
asymptotic limit of high Ra. One of the first and often cited work using this approach was by
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Qw �Q• = D/2 (17)

Molecular viscosity and thermal diffusivity are expected to be significant in the inner layer and
not the outer layer thus FI but not FO depends on Pr in general. Another assumption is that
there exists an overlap layer in which both Eqs. (15) and (16) hold. Then matching the mean
temperature gradient gives

�QIF 0
I (x̂,Pr)
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=
QOF 0

O(x̃)
H
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where 0 denotes derivative w.r.t. x̂ ⌘ x/h or x̃ ⌘ x/H. In [12, 13], h is chosen as

h =
k

(kagqw)1/4 (19)

where
qw ⌘ Q

rc
= Nu

kD
H

(20)

In [12],
QI =

qw

(kagqw)1/4 , QO =
qw

(agHqw)1/3 (21)

while Hölling and Herwig [13] chose QO to be the same as QI:
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(kagqw)1/4 (22)
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x̂ and x̃ become independent and each of the two sides of Eq. (23) equals to some non-zero
constant K. Hence,
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for some function A(Pr) and constant B. Substituting Eqs. (24) and (25) into Eqs. (15) and (16)
and using Eq. (17), one obtains
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Using Eq. (20), we can express QI and h/H in Eq. (26) in terms of Nu, Ra and Pr and obtain
the predictions of Nu(Ra,Pr):

Nu�2/3(RaPr)1/3 = 2A(Pr)(NuRaPr)1/12 +2B (GC1979) (27)

Nu�3/4(RaPr)1/4 =
K
2

ln(NuRaPr)+2A(Pr)+2B (HH2005) (28)

We test these predictions using the DNS data from a recent study for 1  Pr  100 and 106 
Ra  109 [10]. The DNS data show that an overlap layer between the two functional forms of
the mean temperature proposed by George and Capp [12] in the inner and outer layers does not
exist for Pr � 5. As shown in Fig. 2, the numerical data are consistent with Eq. (28) with K = 0.
Hence, both analyses [12, 13] are not supported by the DNS data. When K = 0, Eq. (28) is
equivalent to Nu = g(Pr)Ra1/3 for some function g(Pr), and we will discuss how this result is
obtained in our recent theoretical study [11].

4. Our Theory and Results
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• Assume there is an overlap layer
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3. Earlier Theoretical Studies

One approach in early theoretical studies proposes scaling functions of the mean temperature in
terms of relevant length and temperature scales in two major flow regions, a near-wall viscosity-
dominated inner layer and an outer fully turbulent layer. Then by matching of the mean tem-
perature gradients in an overlap layer that is presumed to exist, the functional form of the tem-
perature profile in the overlap layer and the dependence of Nu on Ra have been obtained in the
asymptotic limit of high Ra. One of the first and often cited work using this approach was by
George and Capp (GC1979) [12]. Hölling and Herwig (HH2005) [13] used a similar approach
but with a different choice of the temperature scale in the outer layer.

Denote the relevant temperature scales in the inner and outer layers by QI and QO, respec-
tively. The relevant length scale in the inner layer is denoted by h and the length scale of the
outer layer is taken to be H. In this approach, the functional forms of the mean temperature
profile in the inner and outer layers are proposed to be of the form

Qw �Q(x)
QI

= FI(x/h ,Pr), inner layer (15)

Q(x)�Q•
QO

= FO(x/H), outer layer (16)

for some scaling functions FI and FO, where Qw and Q• denote the mean temperature at the
wall (x = 0) and far away from the wall (x ! H/2), respectively and thus

Qw �Q• = D/2 (17)

Molecular viscosity and thermal diffusivity are expected to be significant in the inner layer and
not the outer layer thus FI but not FO depends on Pr in general. Another assumption is that
there exists an overlap layer in which both Eqs. (15) and (16) hold. Then matching the mean
temperature gradient gives

�QIF 0
I (x̂,Pr)
h

=
QOF 0

O(x̃)
H

(18)

where 0 denotes derivative w.r.t. x̂ ⌘ x/h or x̃ ⌘ x/H. In [12, 13], h is chosen as

h =
k

(kagqw)1/4 (19)

where
qw ⌘ Q

rc
= Nu

kD
H

(20)

In [12],
QI =

qw

(kagqw)1/4 , QO =
qw

(agHqw)1/3 (21)

while Hölling and Herwig [13] chose QO to be the same as QI:

QI = QO =
qw

(kagqw)1/4 (22)
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while Hölling and Herwig [13] chose QO to be the same as QI:

QI = QO =
qw

(kagqw)1/4 (22)

E.S.C. Ching

Together with Eqs. (21) and (22), Eq. (18) implies

F 0
I (x̂,Pr)x̂1�g =�F 0

O(x̃)x̃
1�g (23)

where g = �1/3 in [12] and g = 0 in [13]. In the asymptotic limit of high Ra, h/H ! 0 then
x̂ and x̃ become independent and each of the two sides of Eq. (23) equals to some non-zero
constant K. Hence,

FI(x̂,Pr) = �3Kx̂�1/3 +A(Pr), FO(x̃) = 3Kx̃�1/3 +B (GC1979) (24)
FI(x̂,Pr) = K ln x̂+A(Pr), FO(x̃) =�K ln x̃+B (HH2005) (25)

for some function A(Pr) and constant B. Substituting Eqs. (24) and (25) into Eqs. (15) and (16)
and using Eq. (17), one obtains

D
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Using Eq. (20), we can express QI and h/H in Eq. (26) in terms of Nu, Ra and Pr and obtain
the predictions of Nu(Ra,Pr):

Nu�2/3(RaPr)1/3 = 2A(Pr)(NuRaPr)1/12 +2B (GC1979) (27)

Nu�3/4(RaPr)1/4 =
K
2

ln(NuRaPr)+2A(Pr)+2B (HH2005) (28)

We test these predictions using the DNS data from a recent study for 1  Pr  100 and 106 
Ra  109 [10]. The DNS data show that an overlap layer between the two functional forms of
the mean temperature proposed by George and Capp [12] in the inner and outer layers does not
exist for Pr � 5. As shown in Fig. 2, the numerical data are consistent with Eq. (28) with K = 0.
Hence, both analyses [12, 13] are not supported by the DNS data. When K = 0, Eq. (28) is
equivalent to Nu = g(Pr)Ra1/3 for some function g(Pr), and we will discuss how this result is
obtained in our recent theoretical study [11].

4. Our Theory and Results

Our theoretical analysis is based on Eqs. (8) and (9) and makes the minimal closure approxima-
tion needed. We first integrate Eq. (8) over x to get

hu0w0it = n dW
dx

+ag
Z x

0
Q(x0)dx0 �n dW

dx

����
x=0

(29)

Then we evaluate Eq. (29) at x = x0, the location at which ndW/dx and hu0w0it are equal. This
allows us to bypass the difficulty of estimating hu0w0it and obtain
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outer layer is taken to be H. In this approach, the functional forms of the mean temperature
profile in the inner and outer layers are proposed to be of the form
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= FI(x/h ,Pr), inner layer (15)

Q(x)�Q•
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= FO(x/H), outer layer (16)

for some scaling functions FI and FO, where Qw and Q• denote the mean temperature at the
wall (x = 0) and far away from the wall (x ! H/2), respectively and thus

Qw �Q• = D/2 (17)

Molecular viscosity and thermal diffusivity are expected to be significant in the inner layer and
not the outer layer thus FI but not FO depends on Pr in general. Another assumption is that
there exists an overlap layer in which both Eqs. (15) and (16) hold. Then matching the mean
temperature gradient gives
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H
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where 0 denotes derivative w.r.t. x̂ ⌘ x/h or x̃ ⌘ x/H. In [12, 13], h is chosen as

h =
k

(kagqw)1/4 (19)

where
qw ⌘ Q

rc
= Nu

kD
H

(20)

In [12],
QI =

qw

(kagqw)1/4 , QO =
qw

(agHqw)1/3 (21)

while Hölling and Herwig [13] chose QO to be the same as QI:

QI = QO =
qw

(kagqw)1/4 (22)
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E.S.C. Ching

Together with Eqs. (21) and (22), Eq. (18) implies

F 0
I (x̂,Pr)x̂1�g =�F 0

O(x̃)x̃
1�g (23)

where g = �1/3 in [12] and g = 0 in [13]. In the asymptotic limit of high Ra, h/H ! 0 then
x̂ and x̃ become independent and each of the two sides of Eq. (23) equals to some non-zero
constant K. Hence,

FI(x̂,Pr) = �3Kx̂�1/3 +A(Pr), FO(x̃) = 3Kx̃�1/3 +B (GC1979) (24)
FI(x̂,Pr) = K ln x̂+A(Pr), FO(x̃) =�K ln x̃+B (HH2005) (25)

for some function A(Pr) and constant B. Substituting Eqs. (24) and (25) into Eqs. (15) and (16)
and using Eq. (17), one obtains

D
2QI

=

(
A(Pr)+B

� h
H
�1/3 (GC1979)

�K ln
� h

H
�
+A(Pr)+B (HH2005)

(26)

Using Eq. (20), we can express QI and h/H in Eq. (26) in terms of Nu, Ra and Pr and obtain
the predictions of Nu(Ra,Pr):

Nu�2/3(RaPr)1/3 = 2A(Pr)(NuRaPr)1/12 +2B (GC1979) (27)

Nu�3/4(RaPr)1/4 =
K
2

ln(NuRaPr)+2A(Pr)+2B (HH2005) (28)

We test these predictions using the DNS data from a recent study for 1  Pr  100 and 106 
Ra  109 [10]. The DNS data show that an overlap layer between the two functional forms of
the mean temperature proposed by George and Capp [12] in the inner and outer layers does not
exist for Pr � 5. As shown in Fig. 2, the numerical data are consistent with Eq. (28) with K = 0.
Hence, both analyses [12, 13] are not supported by the DNS data. When K = 0, Eq. (28) is
equivalent to Nu = g(Pr)Ra1/3 for some function g(Pr), and we will discuss how this result is
obtained in our recent theoretical study [11].

4. Our Theory and Results

Our theoretical analysis is based on Eqs. (8) and (9) and makes the minimal closure approxima-
tion needed. We first integrate Eq. (8) over x to get

hu0w0it = n dW
dx

+ag
Z x

0
Q(x0)dx0 �n dW

dx

����
x=0

(29)

Then we evaluate Eq. (29) at x = x0, the location at which ndW/dx and hu0w0it are equal. This
allows us to bypass the difficulty of estimating hu0w0it and obtain
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dx
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Z x0

0
Q(x0)dx0 =

agDH
4Nu
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F(x )dx (30)
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• Assume there is an overlap layer

• GC1979:

• HH2005:

                                                   
                                                       K ≠	0
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3. Earlier Theoretical Studies

One approach in early theoretical studies proposes scaling functions of the mean temperature in
terms of relevant length and temperature scales in two major flow regions, a near-wall viscosity-
dominated inner layer and an outer fully turbulent layer. Then by matching of the mean tem-
perature gradients in an overlap layer that is presumed to exist, the functional form of the tem-
perature profile in the overlap layer and the dependence of Nu on Ra have been obtained in the
asymptotic limit of high Ra. One of the first and often cited work using this approach was by
George and Capp (GC1979) [12]. Hölling and Herwig (HH2005) [13] used a similar approach
but with a different choice of the temperature scale in the outer layer.

Denote the relevant temperature scales in the inner and outer layers by QI and QO, respec-
tively. The relevant length scale in the inner layer is denoted by h and the length scale of the
outer layer is taken to be H. In this approach, the functional forms of the mean temperature
profile in the inner and outer layers are proposed to be of the form

Qw �Q(x)
QI

= FI(x/h ,Pr), inner layer (15)

Q(x)�Q•
QO

= FO(x/H), outer layer (16)

for some scaling functions FI and FO, where Qw and Q• denote the mean temperature at the
wall (x = 0) and far away from the wall (x ! H/2), respectively and thus

Qw �Q• = D/2 (17)

Molecular viscosity and thermal diffusivity are expected to be significant in the inner layer and
not the outer layer thus FI but not FO depends on Pr in general. Another assumption is that
there exists an overlap layer in which both Eqs. (15) and (16) hold. Then matching the mean
temperature gradient gives

�QIF 0
I (x̂,Pr)
h

=
QOF 0

O(x̃)
H

(18)

where 0 denotes derivative w.r.t. x̂ ⌘ x/h or x̃ ⌘ x/H. In [12, 13], h is chosen as

h =
k

(kagqw)1/4 (19)

where
qw ⌘ Q

rc
= Nu

kD
H

(20)

In [12],
QI =

qw

(kagqw)1/4 , QO =
qw

(agHqw)1/3 (21)

while Hölling and Herwig [13] chose QO to be the same as QI:

QI = QO =
qw

(kagqw)1/4 (22)
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1�g (23)

where g = �1/3 in [12] and g = 0 in [13]. In the asymptotic limit of high Ra, h/H ! 0 then
x̂ and x̃ become independent and each of the two sides of Eq. (23) equals to some non-zero
constant K. Hence,

FI(x̂,Pr) = �3Kx̂�1/3 +A(Pr), FO(x̃) = 3Kx̃�1/3 +B (GC1979) (24)
FI(x̂,Pr) = K ln x̂+A(Pr), FO(x̃) =�K ln x̃+B (HH2005) (25)

for some function A(Pr) and constant B. Substituting Eqs. (24) and (25) into Eqs. (15) and (16)
and using Eq. (17), one obtains
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Using Eq. (20), we can express QI and h/H in Eq. (26) in terms of Nu, Ra and Pr and obtain
the predictions of Nu(Ra,Pr):

Nu�2/3(RaPr)1/3 = 2A(Pr)(NuRaPr)1/12 +2B (GC1979) (27)

Nu�3/4(RaPr)1/4 =
K
2

ln(NuRaPr)+2A(Pr)+2B (HH2005) (28)

We test these predictions using the DNS data from a recent study for 1  Pr  100 and 106 
Ra  109 [10]. The DNS data show that an overlap layer between the two functional forms of
the mean temperature proposed by George and Capp [12] in the inner and outer layers does not
exist for Pr � 5. As shown in Fig. 2, the numerical data are consistent with Eq. (28) with K = 0.
Hence, both analyses [12, 13] are not supported by the DNS data. When K = 0, Eq. (28) is
equivalent to Nu = g(Pr)Ra1/3 for some function g(Pr), and we will discuss how this result is
obtained in our recent theoretical study [11].

4. Our Theory and Results

Our theoretical analysis is based on Eqs. (8) and (9) and makes the minimal closure approxima-
tion needed. We first integrate Eq. (8) over x to get
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(29)

Then we evaluate Eq. (29) at x = x0, the location at which ndW/dx and hu0w0it are equal. This
allows us to bypass the difficulty of estimating hu0w0it and obtain
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D
2QI

=

(
A(Pr)+B

� h
H
�1/3 (GC1979)
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H
�
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Using Eq. (20), we can express QI and h/H in Eq. (26) in terms of Nu, Ra and Pr and obtain
the predictions of Nu(Ra,Pr):

Nu�2/3(RaPr)1/3 = 2A(Pr)(NuRaPr)1/12 +2B (GC1979) (27)

Nu�3/4(RaPr)1/4 =
K
2

ln(NuRaPr)+2A(Pr)+2B (HH2005) (28)

We test these predictions using the DNS data from a recent study for 1  Pr  100 and 106 
Ra  109 [10]. The DNS data show that an overlap layer between the two functional forms of
the mean temperature proposed by George and Capp [12] in the inner and outer layers does not
exist for Pr � 5. As shown in Fig. 2, the numerical data are consistent with Eq. (28) with K = 0.
Hence, both analyses [12, 13] are not supported by the DNS data. When K = 0, Eq. (28) is
equivalent to Nu = g(Pr)Ra1/3 for some function g(Pr), and we will discuss how this result is
obtained in our recent theoretical study [11].

4. Our Theory and Results

Our theoretical analysis is based on Eqs. (8) and (9) and makes the minimal closure approxima-
tion needed. We first integrate Eq. (8) over x to get

hu0w0it = n dW
dx

+ag
Z x

0
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����
x=0

(29)
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• Assume there is an overlap layer

• GC1979:

• HH2005:
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3. Earlier Theoretical Studies

One approach in early theoretical studies proposes scaling functions of the mean temperature in
terms of relevant length and temperature scales in two major flow regions, a near-wall viscosity-
dominated inner layer and an outer fully turbulent layer. Then by matching of the mean tem-
perature gradients in an overlap layer that is presumed to exist, the functional form of the tem-
perature profile in the overlap layer and the dependence of Nu on Ra have been obtained in the
asymptotic limit of high Ra. One of the first and often cited work using this approach was by
George and Capp (GC1979) [12]. Hölling and Herwig (HH2005) [13] used a similar approach
but with a different choice of the temperature scale in the outer layer.

Denote the relevant temperature scales in the inner and outer layers by QI and QO, respec-
tively. The relevant length scale in the inner layer is denoted by h and the length scale of the
outer layer is taken to be H. In this approach, the functional forms of the mean temperature
profile in the inner and outer layers are proposed to be of the form

Qw �Q(x)
QI

= FI(x/h ,Pr), inner layer (15)

Q(x)�Q•
QO

= FO(x/H), outer layer (16)

for some scaling functions FI and FO, where Qw and Q• denote the mean temperature at the
wall (x = 0) and far away from the wall (x ! H/2), respectively and thus

Qw �Q• = D/2 (17)

Molecular viscosity and thermal diffusivity are expected to be significant in the inner layer and
not the outer layer thus FI but not FO depends on Pr in general. Another assumption is that
there exists an overlap layer in which both Eqs. (15) and (16) hold. Then matching the mean
temperature gradient gives

�QIF 0
I (x̂,Pr)
h

=
QOF 0

O(x̃)
H

(18)

where 0 denotes derivative w.r.t. x̂ ⌘ x/h or x̃ ⌘ x/H. In [12, 13], h is chosen as

h =
k

(kagqw)1/4 (19)

where
qw ⌘ Q

rc
= Nu

kD
H

(20)

In [12],
QI =

qw

(kagqw)1/4 , QO =
qw

(agHqw)1/3 (21)

while Hölling and Herwig [13] chose QO to be the same as QI:

QI = QO =
qw

(kagqw)1/4 (22)

Turbulence, Heat and Mass Transfer 10

3. Earlier Theoretical Studies

One approach in early theoretical studies proposes scaling functions of the mean temperature in
terms of relevant length and temperature scales in two major flow regions, a near-wall viscosity-
dominated inner layer and an outer fully turbulent layer. Then by matching of the mean tem-
perature gradients in an overlap layer that is presumed to exist, the functional form of the tem-
perature profile in the overlap layer and the dependence of Nu on Ra have been obtained in the
asymptotic limit of high Ra. One of the first and often cited work using this approach was by
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while Hölling and Herwig [13] chose QO to be the same as QI:

QI = QO =
qw

(kagqw)1/4 (22)

Turbulence, Heat and Mass Transfer 10

3. Earlier Theoretical Studies

One approach in early theoretical studies proposes scaling functions of the mean temperature in
terms of relevant length and temperature scales in two major flow regions, a near-wall viscosity-
dominated inner layer and an outer fully turbulent layer. Then by matching of the mean tem-
perature gradients in an overlap layer that is presumed to exist, the functional form of the tem-
perature profile in the overlap layer and the dependence of Nu on Ra have been obtained in the
asymptotic limit of high Ra. One of the first and often cited work using this approach was by
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E.S.C. Ching

Together with Eqs. (21) and (22), Eq. (18) implies

F 0
I (x̂,Pr)x̂1�g =�F 0

O(x̃)x̃
1�g (23)

where g = �1/3 in [12] and g = 0 in [13]. In the asymptotic limit of high Ra, h/H ! 0 then
x̂ and x̃ become independent and each of the two sides of Eq. (23) equals to some non-zero
constant K. Hence,

FI(x̂,Pr) = �3Kx̂�1/3 +A(Pr), FO(x̃) = 3Kx̃�1/3 +B (GC1979) (24)
FI(x̂,Pr) = K ln x̂+A(Pr), FO(x̃) =�K ln x̃+B (HH2005) (25)

for some function A(Pr) and constant B. Substituting Eqs. (24) and (25) into Eqs. (15) and (16)
and using Eq. (17), one obtains

D
2QI

=

(
A(Pr)+B

� h
H
�1/3 (GC1979)

�K ln
� h

H
�
+A(Pr)+B (HH2005)

(26)

Using Eq. (20), we can express QI and h/H in Eq. (26) in terms of Nu, Ra and Pr and obtain
the predictions of Nu(Ra,Pr):

Nu�2/3(RaPr)1/3 = 2A(Pr)(NuRaPr)1/12 +2B (GC1979) (27)

Nu�3/4(RaPr)1/4 =
K
2

ln(NuRaPr)+2A(Pr)+2B (HH2005) (28)

We test these predictions using the DNS data from a recent study for 1  Pr  100 and 106 
Ra  109 [10]. The DNS data show that an overlap layer between the two functional forms of
the mean temperature proposed by George and Capp [12] in the inner and outer layers does not
exist for Pr � 5. As shown in Fig. 2, the numerical data are consistent with Eq. (28) with K = 0.
Hence, both analyses [12, 13] are not supported by the DNS data. When K = 0, Eq. (28) is
equivalent to Nu = g(Pr)Ra1/3 for some function g(Pr), and we will discuss how this result is
obtained in our recent theoretical study [11].

4. Our Theory and Results

Our theoretical analysis is based on Eqs. (8) and (9) and makes the minimal closure approxima-
tion needed. We first integrate Eq. (8) over x to get

hu0w0it = n dW
dx

+ag
Z x

0
Q(x0)dx0 �n dW

dx

����
x=0

(29)

Then we evaluate Eq. (29) at x = x0, the location at which ndW/dx and hu0w0it are equal. This
allows us to bypass the difficulty of estimating hu0w0it and obtain

n dW
dx

����
x=0

= ag
Z x0

0
Q(x0)dx0 =

agDH
4Nu

Z x0

0
F(x )dx (30)

E.S.C. Ching

Together with Eqs. (21) and (22), Eq. (18) implies

F 0
I (x̂,Pr)x̂1�g =�F 0

O(x̃)x̃
1�g = K, K 6= 0 (23)

where

g =

(
�1/3 (GC1979)
0 (HH2005)
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hu0w0it = n dW
dx

+ag
Z x

0
Q(x0)dx0 �n dW

dx

����
x=0

(29)

• Assume there is an overlap layer

• GC1979:

• HH2005:
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3. Earlier Theoretical Studies

One approach in early theoretical studies proposes scaling functions of the mean temperature in
terms of relevant length and temperature scales in two major flow regions, a near-wall viscosity-
dominated inner layer and an outer fully turbulent layer. Then by matching of the mean tem-
perature gradients in an overlap layer that is presumed to exist, the functional form of the tem-
perature profile in the overlap layer and the dependence of Nu on Ra have been obtained in the
asymptotic limit of high Ra. One of the first and often cited work using this approach was by
George and Capp (GC1979) [12]. Hölling and Herwig (HH2005) [13] used a similar approach
but with a different choice of the temperature scale in the outer layer.

Denote the relevant temperature scales in the inner and outer layers by QI and QO, respec-
tively. The relevant length scale in the inner layer is denoted by h and the length scale of the
outer layer is taken to be H. In this approach, the functional forms of the mean temperature
profile in the inner and outer layers are proposed to be of the form

Qw �Q(x)
QI

= FI(x/h ,Pr), inner layer (15)

Q(x)�Q•
QO

= FO(x/H), outer layer (16)

for some scaling functions FI and FO, where Qw and Q• denote the mean temperature at the
wall (x = 0) and far away from the wall (x ! H/2), respectively and thus

Qw �Q• = D/2 (17)

Molecular viscosity and thermal diffusivity are expected to be significant in the inner layer and
not the outer layer thus FI but not FO depends on Pr in general. Another assumption is that
there exists an overlap layer in which both Eqs. (15) and (16) hold. Then matching the mean
temperature gradient gives

�QIF 0
I (x̂,Pr)
h

=
QOF 0

O(x̃)
H

(18)

where 0 denotes derivative w.r.t. x̂ ⌘ x/h or x̃ ⌘ x/H. In [12, 13], h is chosen as

h =
k

(kagqw)1/4 (19)

where
qw ⌘ Q

rc
= Nu

kD
H

(20)

In [12],
QI =

qw

(kagqw)1/4 , QO =
qw

(agHqw)1/3 (21)

while Hölling and Herwig [13] chose QO to be the same as QI:

QI = QO =
qw

(kagqw)1/4 (22)
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exist for Pr � 5. As shown in Fig. 2, the numerical data are consistent with Eq. (28) with K = 0.
Hence, both analyses [12, 13] are not supported by the DNS data. When K = 0, Eq. (28) is
equivalent to Nu = g(Pr)Ra1/3 for some function g(Pr), and we will discuss how this result is
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4. Our Theory and Results
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Then we evaluate Eq. (29) at x = x0, the location at which ndW/dx and hu0w0it are equal. This
allows us to bypass the difficulty of estimating hu0w0it and obtain

n dW
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0
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E.S.C. Ching
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• Assume there is an overlap layer

• GC1979:

• HH2005:

                                                   
                                                       K ≠	0

Turbulence, Heat and Mass Transfer 10

3. Earlier Theoretical Studies

One approach in early theoretical studies proposes scaling functions of the mean temperature in
terms of relevant length and temperature scales in two major flow regions, a near-wall viscosity-
dominated inner layer and an outer fully turbulent layer. Then by matching of the mean tem-
perature gradients in an overlap layer that is presumed to exist, the functional form of the tem-
perature profile in the overlap layer and the dependence of Nu on Ra have been obtained in the
asymptotic limit of high Ra. One of the first and often cited work using this approach was by
George and Capp (GC1979) [12]. Hölling and Herwig (HH2005) [13] used a similar approach
but with a different choice of the temperature scale in the outer layer.

Denote the relevant temperature scales in the inner and outer layers by QI and QO, respec-
tively. The relevant length scale in the inner layer is denoted by h and the length scale of the
outer layer is taken to be H. In this approach, the functional forms of the mean temperature
profile in the inner and outer layers are proposed to be of the form

Qw �Q(x)
QI

= FI(x/h ,Pr), inner layer (15)

Q(x)�Q•
QO

= FO(x/H), outer layer (16)

for some scaling functions FI and FO, where Qw and Q• denote the mean temperature at the
wall (x = 0) and far away from the wall (x ! H/2), respectively and thus

Qw �Q• = D/2 (17)

Molecular viscosity and thermal diffusivity are expected to be significant in the inner layer and
not the outer layer thus FI but not FO depends on Pr in general. Another assumption is that
there exists an overlap layer in which both Eqs. (15) and (16) hold. Then matching the mean
temperature gradient gives

�QIF 0
I (x̂,Pr)
h

=
QOF 0

O(x̃)
H

(18)

where 0 denotes derivative w.r.t. x̂ ⌘ x/h or x̃ ⌘ x/H. In [12, 13], h is chosen as

h =
k

(kagqw)1/4 (19)

where
qw ⌘ Q

rc
= Nu

kD
H

(20)

In [12],
QI =

qw

(kagqw)1/4 , QO =
qw

(agHqw)1/3 (21)

while Hölling and Herwig [13] chose QO to be the same as QI:

QI = QO =
qw

(kagqw)1/4 (22)
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Together with Eqs. (21) and (22), Eq. (18) implies

F 0
I (x̂,Pr)x̂1�g =�F 0

O(x̃)x̃
1�g (23)

where g = �1/3 in [12] and g = 0 in [13]. In the asymptotic limit of high Ra, h/H ! 0 then
x̂ and x̃ become independent and each of the two sides of Eq. (23) equals to some non-zero
constant K. Hence,

FI(x̂,Pr) = �3Kx̂�1/3 +A(Pr), FO(x̃) = 3Kx̃�1/3 +B (GC1979) (24)
FI(x̂,Pr) = K ln x̂+A(Pr), FO(x̃) =�K ln x̃+B (HH2005) (25)

for some function A(Pr) and constant B. Substituting Eqs. (24) and (25) into Eqs. (15) and (16)
and using Eq. (17), one obtains
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� h
H
�1/3 (GC1979)
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� h

H
�
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(26)

Using Eq. (20), we can express QI and h/H in Eq. (26) in terms of Nu, Ra and Pr and obtain
the predictions of Nu(Ra,Pr):

Nu�2/3(RaPr)1/3 = 2A(Pr)(NuRaPr)1/12 +2B (GC1979) (27)

Nu�3/4(RaPr)1/4 =
K
2

ln(NuRaPr)+2A(Pr)+2B (HH2005) (28)

We test these predictions using the DNS data from a recent study for 1  Pr  100 and 106 
Ra  109 [10]. The DNS data show that an overlap layer between the two functional forms of
the mean temperature proposed by George and Capp [12] in the inner and outer layers does not
exist for Pr � 5. As shown in Fig. 2, the numerical data are consistent with Eq. (28) with K = 0.
Hence, both analyses [12, 13] are not supported by the DNS data. When K = 0, Eq. (28) is
equivalent to Nu = g(Pr)Ra1/3 for some function g(Pr), and we will discuss how this result is
obtained in our recent theoretical study [11].

4. Our Theory and Results

Our theoretical analysis is based on Eqs. (8) and (9) and makes the minimal closure approxima-
tion needed. We first integrate Eq. (8) over x to get

hu0w0it = n dW
dx

+ag
Z x

0
Q(x0)dx0 �n dW

dx

����
x=0

(29)

Then we evaluate Eq. (29) at x = x0, the location at which ndW/dx and hu0w0it are equal. This
allows us to bypass the difficulty of estimating hu0w0it and obtain

n dW
dx

����
x=0

= ag
Z x0

0
Q(x0)dx0 =

agDH
4Nu

Z x0

0
F(x )dx (30)

Nu3=4 c3ðNuRaPrÞ#1=12 # c2

h i
¼ 1

2
ðRaPrÞ1=4: ð5:12Þ

(cf. Versteegh and Nieuwstadt, 1999). If we consider the term mul-
tiplying c3 to be small for the present Ra range, Eq. (5.12) can be
simplified to:

Nu ¼ #1
2c2

! "4=3

ðRaPrÞ1=3; ð5:13Þ

which is similar to the common one-third power expression for the
Nu–Ra relationship. Eqs. (5.12) and (5.13) have previously appeared
in various studies, for instance Versteegh and Nieuwstadt (1999),
George and Capp (1979) and Shiri and George (2008). More recently,
Kiš and Herwig (2012) proposed a variation to Eq. (5.13) based on
their DNS data: Nu % (Ra Pr)1/3.2, hence deviating from the prevalent
one-third power expression. Equivalent forms of Eqs. (5.12) and
(5.13) have also been proposed by Shiri and George (2008) and Shiri

Fig. 5. A plot comparing the heat transfer laws and the DNS data from: , present study; , Versteegh and Nieuwstadt (1999); and , Kiš and Herwig (2012). Here, A = (Nu Ra
Pr) and B = (Ra Pr). Authors’ names from past studies are abbreviated.
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Fig. 6. Normalised plot of the individual terms in the heat transfer law, which
shows reduced contribution of Term I with increasing Ra.
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interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Direct numerical simulations (DNS): 
• 3D with periodic boundary conditions in x- and z-

directions for Pr=0.709
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Direct numerical simulations (DNS) 
• 3D with periodic boundary conditions in x- and z-

directions for Pr=0.709

!"#$ #%$& '%( ()*+(##,$-# ./01 !-2 ./314 5' ,# 6"(!+ '%!'
!"" 789 2!'! 6$-:$+;# ()6(""(-'"< '$ =$'% ,--(+> !-2
$?'(+>"!<(+ #6!",-@4 A$+($B(+C '%( ()*+(##,$-# ./01 !-2
./31 &,'% !/DE40 !-2 &,'% "/DF4G !-2 #/D!F4G :$+;
! B(+< @$$2 H' '$ '%( 2!'!4
I :?+'%(+ +(#?"' 6!- =( $='!,-(2 :+$; '%( ;!'6%,-@

()*+(##,$-# ./01 !-2 ./31 =< !22,-@ =$'% (J?!',$-#
!:'(+ ;?"',*",6!',$- &,'% $, !-2 $$C +(#*(6',B("<4 K%,#
"(!2# '$ '%( :$""$&,-@ +(#?"'

%&3!E
!
/" #/

"/
#%& $' %!/!/0

"
& /

0'"/
' E #!"%

&%,6% 6!- =( ,-'(+*+('(2 !# ! %(!' '+!-#:(+ "!&4
5- L,@4 M '%( 789 2!'! :$+ '%( %& !-2 ' !+( #%$&-

,- 6$;*!+,#$- &,'% '%( ()*+(##,$- ./E1 &,'%
"/D!#/DF4G4 5' ,# 6"(!+ '%!' '%( ;!'6%,-@ ()*+(##,$-
!@+((# ()6(""(-'"< &,'% '%( 789 2!'! &%,6% ,- $?+
$*,-,$- 6$-H+;# '%( 6$-#,#'(-6< $: $?+ $?'(+> !-2
,--(+>"!<(+ #6!",-@ !**+$!6% $: '%( '(;*(+!'?+(4 N(
!"#$ #%$& ,- L,@4 M ! H' '$ '%( 2!'! ,- '(+;# $: *$&(+
"!& @,B(- =<

%& & G"GO/' /!3"

9?6% !- ()*+(##,$- ,# :+(J?(-'"< ?#(2 !# ! %(!' '+!-#:(+
"!& ,- *+!6',6(4 5' ,# 6"(!+ '%!' '%,# *$&(+ "!& @,B(- !-
(J?!""< @$$2 !**+$),;!',$- '$ '%( 2!'! !# '%( +(#?"'#
$: '%( '%($+(',6!" ()*+(##,$- ./E14 5- '%,# +(#*(6' &(
-$'( '%!' &%(- ' !-2 6$-#(J?(-'"< !"#$ %& ,-6+(!#(C
'%( ()*+(##,$- ./E1 +(2?6(# '$ #?6% ! /P3>*$&(+ "!&4
L,-!""<C ,' #%$?"2 =( ;(-',$-(2 '%!' '%( ()*(+,;(-'!"
2!'! $: 7!:!QI""! !-2 R(''# STU !+( !"#$ @,B(- ,- L,@4 M
!-2 '%(< !@+(( ()6(""(-'"< &,'% '%( 789 +(#?"'#4

()*) +!,-./0 12 345 65,/ 75-1!.38 9:1;-5

L+$; '%( (J?!',$- $: ;$',$- .O1 ,' :$""$&# '%!' '%(
;(!- B("$6,'< *+$H"( ,# 2,+(6'"< 6$--(6'(2 '$ '%(
V(<-$"2# #'+(## & !< !4 K%(+(:$+(C &( =(@,- '%,# #(6',$-

L,@4 M4 K%( 8?##("' -?;=(+ B(+#?# '%( ;$2,H(2 V!<"(,@%
-?;=(+W '%( 6"$#(2 6,+6"(# 2(-$'( '%( 789 2!'! !-2 '%(
6"$#(2 2,!;$-2 '%( ()*(+,;(-'!" 2!'! $: 7!:!QI""! !-2 R(''#
STUW '%( 2!#%(2 ",-( :$""$&# :+$; !- ()*+(##,$- $='!,-(2 =<
;!'6%,-@ '%( '(;*(+!'?+( *+$H"( ,- '%( ,--(+ !-2 $?'(+ "!<(+W
'%( #$",2 ",-( @,B(# ! =(#' H' ,- '(+;# $: '%( ()*+(##,$- %&!
' /P34

L,@4 /G4 789 2!'! :$+ '%( V(<-$"2#>#'+(## *+$H"( ,- ,--(+>"!<(+ #6!",-@ ."(:'1 !-2 $?'(+>"!<(+ #6!",-@ .+,@%'1W '%( 2!#%(2 ",-(# @,B(
'%( ;!'6%,-@ +(#?"' ;(-',$-(2 ,- '%( '()'W '%( ;(!-,-@ $: '%( #<;=$"# ,# @,B(- ,- K!="( 04

$)")=) >5:?35504@ A)$)=) %.5&<?3,B3 C D/3) E) '5,3 =,?? $:,/?25: (F GHIIIJ *KL*M*KI*3TX0

!"#$ #%$& '%( ()*+(##,$-# ./01 !-2 ./314 5' ,# 6"(!+ '%!'
!"" 789 2!'! 6$-:$+;# ()6(""(-'"< '$ =$'% ,--(+> !-2
$?'(+>"!<(+ #6!",-@4 A$+($B(+C '%( ()*+(##,$-# ./01 !-2
./31 &,'% !/DE40 !-2 &,'% "/DF4G !-2 #/D!F4G :$+;
! B(+< @$$2 H' '$ '%( 2!'!4
I :?+'%(+ +(#?"' 6!- =( $='!,-(2 :+$; '%( ;!'6%,-@

()*+(##,$-# ./01 !-2 ./31 =< !22,-@ =$'% (J?!',$-#
!:'(+ ;?"',*",6!',$- &,'% $, !-2 $$C +(#*(6',B("<4 K%,#
"(!2# '$ '%( :$""$&,-@ +(#?"'

%&3!E
!
/" #/

"/
#%& $' %!/!/0

"
& /

0'"/
' E #!"%

&%,6% 6!- =( ,-'(+*+('(2 !# ! %(!' '+!-#:(+ "!&4
5- L,@4 M '%( 789 2!'! :$+ '%( %& !-2 ' !+( #%$&-

,- 6$;*!+,#$- &,'% '%( ()*+(##,$- ./E1 &,'%
"/D!#/DF4G4 5' ,# 6"(!+ '%!' '%( ;!'6%,-@ ()*+(##,$-
!@+((# ()6(""(-'"< &,'% '%( 789 2!'! &%,6% ,- $?+
$*,-,$- 6$-H+;# '%( 6$-#,#'(-6< $: $?+ $?'(+> !-2
,--(+>"!<(+ #6!",-@ !**+$!6% $: '%( '(;*(+!'?+(4 N(
!"#$ #%$& ,- L,@4 M ! H' '$ '%( 2!'! ,- '(+;# $: *$&(+
"!& @,B(- =<

%& & G"GO/' /!3"

9?6% !- ()*+(##,$- ,# :+(J?(-'"< ?#(2 !# ! %(!' '+!-#:(+
"!& ,- *+!6',6(4 5' ,# 6"(!+ '%!' '%,# *$&(+ "!& @,B(- !-
(J?!""< @$$2 !**+$),;!',$- '$ '%( 2!'! !# '%( +(#?"'#
$: '%( '%($+(',6!" ()*+(##,$- ./E14 5- '%,# +(#*(6' &(
-$'( '%!' &%(- ' !-2 6$-#(J?(-'"< !"#$ %& ,-6+(!#(C
'%( ()*+(##,$- ./E1 +(2?6(# '$ #?6% ! /P3>*$&(+ "!&4
L,-!""<C ,' #%$?"2 =( ;(-',$-(2 '%!' '%( ()*(+,;(-'!"
2!'! $: 7!:!QI""! !-2 R(''# STU !+( !"#$ @,B(- ,- L,@4 M
!-2 '%(< !@+(( ()6(""(-'"< &,'% '%( 789 +(#?"'#4

()*) +!,-./0 12 345 65,/ 75-1!.38 9:1;-5

L+$; '%( (J?!',$- $: ;$',$- .O1 ,' :$""$&# '%!' '%(
;(!- B("$6,'< *+$H"( ,# 2,+(6'"< 6$--(6'(2 '$ '%(
V(<-$"2# #'+(## & !< !4 K%(+(:$+(C &( =(@,- '%,# #(6',$-

L,@4 M4 K%( 8?##("' -?;=(+ B(+#?# '%( ;$2,H(2 V!<"(,@%
-?;=(+W '%( 6"$#(2 6,+6"(# 2(-$'( '%( 789 2!'! !-2 '%(
6"$#(2 2,!;$-2 '%( ()*(+,;(-'!" 2!'! $: 7!:!QI""! !-2 R(''#
STUW '%( 2!#%(2 ",-( :$""$&# :+$; !- ()*+(##,$- $='!,-(2 =<
;!'6%,-@ '%( '(;*(+!'?+( *+$H"( ,- '%( ,--(+ !-2 $?'(+ "!<(+W
'%( #$",2 ",-( @,B(# ! =(#' H' ,- '(+;# $: '%( ()*+(##,$- %&!
' /P34

L,@4 /G4 789 2!'! :$+ '%( V(<-$"2#>#'+(## *+$H"( ,- ,--(+>"!<(+ #6!",-@ ."(:'1 !-2 $?'(+>"!<(+ #6!",-@ .+,@%'1W '%( 2!#%(2 ",-(# @,B(
'%( ;!'6%,-@ +(#?"' ;(-',$-(2 ,- '%( '()'W '%( ;(!-,-@ $: '%( #<;=$"# ,# @,B(- ,- K!="( 04

$)")=) >5:?35504@ A)$)=) %.5&<?3,B3 C D/3) E) '5,3 =,?? $:,/?25: (F GHIIIJ *KL*M*KI*3TX0

! "#$%&' ()*%$#&+, -#*),+'#.( ./ (+')$+, &.(0%&'#.(
1%'2%%( '2. #(3(#'% 0%$'#&+, "#4%$%('#+,,5 6%+'%" 2+,,-

-&+,#(7 ,+2- +(" 2+,, /)(&'#.(-

89!9:9 ;%$-'%%76< =989:9 >#%)2-'+"'?

!"#" $%&'(&) *(+,&(- .(/0, 1+23(&)2,4 50 6(78+5/5'4- 95,,(&:;<)(=(' >?@- ABAC DE .(/0,- 68( F(,8(&/;+:)

@%&%#0%" AA :+$&6 ABBCD $%&%#0%" #( $%0#-%" /.$* AE >.0%*1%$ ABBC

!"#$%&'$

! "#$%&' ()*%$#&+, -#*),+'#.( 6+- 1%%( F%$/.$*%" /.$ '6% &+-% ./ + (+')$+, &.(0%&'#.( G.2 1%'2%%( '2.
"#4%$%('#+,,5 6%+'%" 0%$'#&+, 2+,,- /.$ + $+(7% ./ @+5,%#76 ()*1%$- HI9J! AKIL9;LI9K! AKEM9 86% -#*),+'#.( "+'+
+$% &.*F+$%" 2#'6 %NF%$#*%('+, "+'+ ./ O+/+P!,,+ +(" Q%''- RSNF%$#*%('+, -')"5 ./ ')$1),%(' (+')$+, &.(0%&'#.( #(
+ '+,, &+0#'5< SNF9 T%+' 8$+(-/%$ B HABBEM AEIUABJV +(" '6% +7$%%*%(' #- /.)(" '. 1% +&&%F'+1,%9 W#0%( '6%
()*%$#&+, "+'+ 2% &.(-#"%$ '6% -&+,#(7 1%6+0#.)$ ./ '6% *%+( '%*F%$+')$%< '6% *%+( 0%,.&#'5 F$.3,% +(" ./ '6%
F$.3,%- ./ 0+$#.)- ')$1),%(&% -'+'#-'#&-9 X.#(' ./ "%F+$')$% #- '6% +FF$.+&6 F$.F.-%" 15 W%.$7% +(" Y+FF R! '6%.$5
/.$ (+')$+, &.(0%&'#.( ')$1),%(' 1.)("+$5 ,+5%$- (%N' '. 6%+'%" 0%$'#&+, -)$/+&%-< Z('9 [9 T%+' :+-- 8$+(-/%$ \\
HAB]BM CA^UC\EV 26. 6+0% /.$*),+'%" -&+,#(7 $%,+'#.(-6#F- 0+,#"< $%-F%&'#0%,5< #( '6% (%+$_2+,, #((%$ ,+5%$ +(" #( '6%
.)'%$ ,+5%$ #( '6% &%('$% $%7#.( ./ '6% &6+((%,9 :+'&6#(7 ./ '6% -&+,#(7 $%,+'#.(-6#F- #( '6% .0%$,+F 1%'2%%( '6%
#((%$ +(" .)'%$ $%7#.( ,%+"- '. %NF,#&#' %NF$%--#.(- 26#&6 &+( 1% )-%" +- 2+,, /)(&'#.(- #( &.*F)'+'#.(+,
F$.&%")$%-9 86% O>` "+'+ &.(3$* '6% $%-),'- ./ W%.$7% +(" Y+FF /.$ '6% -&+,#(7 ./ '6% *%+( '%*F%$+')$% F$.3,%9
=.$ '6% *%+( 0%,.&#'5 F$.3,% .)$ O>` "+'+ -)FF.$' +(.'6%$ -&+,#(7 #( '%$*- ./ + "%/%&' ,+2 /.$ '6% 0%,.&#'5
7$+"#%(' #( '6% #((%$ ,+5%$9 86% -&+,#(7 ./ W%.$7% +(" Y+FF #- +,-. /.)(" '. +FF,5 '. '6% @%5(.,"- -'$%--< '6%
'%*F%$+')$% 0+$#+(&% +(" '6% '%*F%$+')$% G)N%-9 T.2%0%$< '6% 0%,.&#'5 0+$#+(&%- +7+#( -%%* '. /.,,.2 + "#4%$%('
-&+,#(79 ! ABBB S,-%0#%$ `&#%(&% a'"9 !,, $#76'- $%-%$0%"9

() *+$%,-.'$/,+

8)$1),%(&% &+( 1% &6+$+&'%$#b%" #( '%$*- ./ #'- F$._
")&'#.( F$.&%--< '6% *.-' #*F.$'+(' .(%- #( F$+&'#&%
1%#(7 -6%+$ +(" 1).5+(&59 86% F65-#&- +(" &.(-%_
c)%(&%- ./ '6%-% F$.")&'#.( F$.&%--%- +$% 1%-' -')"#%"
#( + -#*F,% G.2 7%.*%'$5 '. +0.#" .'6%$ "#-')$1#(7 #(_
G)%(&%-9 !( %N+*F,% ./ -)&6 + -#*F,% G.2 7%.*%'$5 #-

7#0%( 15 '2. F+$+,,%, #(3(#'% 2+,,- +(" #' #- "%(.'%" +-
+ &6+((%, .$ ")&'9 86% +"0+('+7% ./ -')"5#(7 ')$1)_
,%(&% #( '6#- 7%.*%'$5 #- '6+' +,, G.2 -'+'#-'#&- "%F%("
.(,5 .( '6% &..$"#(+'% F%$F%("#&),+$ '. '6% 2+,, +("
+$% #("%F%("%(' ./ '6% .'6%$ '2. "#$%&'#.(-9 `6%+$ G.2
#( + &6+((%, 6+-< /.$ #(-'+(&%< 1%%( -')"#%" 15 + ()*_
1%$ ./ +)'6.$-< %979 !('.(#+ %' +,9 RAV 15 *%+(- ./ %N_
F%$#*%(' +(" ()*%$#&+, -#*),+'#.(9 Z( '6#- F+F%$ 2%
&.(&%('$+'% .( '6% .'6%$ F$.")&'#.( F$.&%--< #9%9 1).5_
+(&5< 26%$% + G.2 ".*#(+'%" 15 1).5+(&5 F$.")&'#.(
#- &+,,%" (+')$+, &.(0%&'#.(9
8. -')"5 ')$1),%(&% F$.")&'#.( 15 1).5+(&5 #( +

&6+((%, 7%.*%'$5 .(% 6+- '. -F%&#/5 '6% "#$%&'#.( ./

Z('%$(+'#.(+, [.)$(+, ./ T%+' +(" :+-- 8$+(-/%$ J\ HABBBM ^E]^U^EB^

KKA]_B^AKdBBde _ -%% /$.(' *+''%$ ! ABBB S,-%0#%$ `&#%(&% a'"9 !,, $#76'- $%-%$0%"9
XZZf `KKA]_B^AKHBB MKKK^]_g

2229%,-%0#%$9&.*d,.&+'%d#h6*'

? Y.$$%-F.("#(7 +)'6.$9
GH<;2/ ;::&())I h9(#%)2-'+"'i21*'9')"%,/'9(, H=989:9

>#%)2-'+"'M

! "#$%&' ()*%$#&+, -#*),+'#.( ./ (+')$+, &.(0%&'#.(
1%'2%%( '2. #(3(#'% 0%$'#&+, "#4%$%('#+,,5 6%+'%" 2+,,-

-&+,#(7 ,+2- +(" 2+,, /)(&'#.(-

89!9:9 ;%$-'%%76< =989:9 >#%)2-'+"'?

!"#" $%&'(&) *(+,&(- .(/0, 1+23(&)2,4 50 6(78+5/5'4- 95,,(&:;<)(=(' >?@- ABAC DE .(/0,- 68( F(,8(&/;+:)

@%&%#0%" AA :+$&6 ABBCD $%&%#0%" #( $%0#-%" /.$* AE >.0%*1%$ ABBC

!"#$%&'$

! "#$%&' ()*%$#&+, -#*),+'#.( 6+- 1%%( F%$/.$*%" /.$ '6% &+-% ./ + (+')$+, &.(0%&'#.( G.2 1%'2%%( '2.
"#4%$%('#+,,5 6%+'%" 0%$'#&+, 2+,,- /.$ + $+(7% ./ @+5,%#76 ()*1%$- HI9J! AKIL9;LI9K! AKEM9 86% -#*),+'#.( "+'+
+$% &.*F+$%" 2#'6 %NF%$#*%('+, "+'+ ./ O+/+P!,,+ +(" Q%''- RSNF%$#*%('+, -')"5 ./ ')$1),%(' (+')$+, &.(0%&'#.( #(
+ '+,, &+0#'5< SNF9 T%+' 8$+(-/%$ B HABBEM AEIUABJV +(" '6% +7$%%*%(' #- /.)(" '. 1% +&&%F'+1,%9 W#0%( '6%
()*%$#&+, "+'+ 2% &.(-#"%$ '6% -&+,#(7 1%6+0#.)$ ./ '6% *%+( '%*F%$+')$%< '6% *%+( 0%,.&#'5 F$.3,% +(" ./ '6%
F$.3,%- ./ 0+$#.)- ')$1),%(&% -'+'#-'#&-9 X.#(' ./ "%F+$')$% #- '6% +FF$.+&6 F$.F.-%" 15 W%.$7% +(" Y+FF R! '6%.$5
/.$ (+')$+, &.(0%&'#.( ')$1),%(' 1.)("+$5 ,+5%$- (%N' '. 6%+'%" 0%$'#&+, -)$/+&%-< Z('9 [9 T%+' :+-- 8$+(-/%$ \\
HAB]BM CA^UC\EV 26. 6+0% /.$*),+'%" -&+,#(7 $%,+'#.(-6#F- 0+,#"< $%-F%&'#0%,5< #( '6% (%+$_2+,, #((%$ ,+5%$ +(" #( '6%
.)'%$ ,+5%$ #( '6% &%('$% $%7#.( ./ '6% &6+((%,9 :+'&6#(7 ./ '6% -&+,#(7 $%,+'#.(-6#F- #( '6% .0%$,+F 1%'2%%( '6%
#((%$ +(" .)'%$ $%7#.( ,%+"- '. %NF,#&#' %NF$%--#.(- 26#&6 &+( 1% )-%" +- 2+,, /)(&'#.(- #( &.*F)'+'#.(+,
F$.&%")$%-9 86% O>` "+'+ &.(3$* '6% $%-),'- ./ W%.$7% +(" Y+FF /.$ '6% -&+,#(7 ./ '6% *%+( '%*F%$+')$% F$.3,%9
=.$ '6% *%+( 0%,.&#'5 F$.3,% .)$ O>` "+'+ -)FF.$' +(.'6%$ -&+,#(7 #( '%$*- ./ + "%/%&' ,+2 /.$ '6% 0%,.&#'5
7$+"#%(' #( '6% #((%$ ,+5%$9 86% -&+,#(7 ./ W%.$7% +(" Y+FF #- +,-. /.)(" '. +FF,5 '. '6% @%5(.,"- -'$%--< '6%
'%*F%$+')$% 0+$#+(&% +(" '6% '%*F%$+')$% G)N%-9 T.2%0%$< '6% 0%,.&#'5 0+$#+(&%- +7+#( -%%* '. /.,,.2 + "#4%$%('
-&+,#(79 ! ABBB S,-%0#%$ `&#%(&% a'"9 !,, $#76'- $%-%$0%"9

() *+$%,-.'$/,+

8)$1),%(&% &+( 1% &6+$+&'%$#b%" #( '%$*- ./ #'- F$._
")&'#.( F$.&%--< '6% *.-' #*F.$'+(' .(%- #( F$+&'#&%
1%#(7 -6%+$ +(" 1).5+(&59 86% F65-#&- +(" &.(-%_
c)%(&%- ./ '6%-% F$.")&'#.( F$.&%--%- +$% 1%-' -')"#%"
#( + -#*F,% G.2 7%.*%'$5 '. +0.#" .'6%$ "#-')$1#(7 #(_
G)%(&%-9 !( %N+*F,% ./ -)&6 + -#*F,% G.2 7%.*%'$5 #-

7#0%( 15 '2. F+$+,,%, #(3(#'% 2+,,- +(" #' #- "%(.'%" +-
+ &6+((%, .$ ")&'9 86% +"0+('+7% ./ -')"5#(7 ')$1)_
,%(&% #( '6#- 7%.*%'$5 #- '6+' +,, G.2 -'+'#-'#&- "%F%("
.(,5 .( '6% &..$"#(+'% F%$F%("#&),+$ '. '6% 2+,, +("
+$% #("%F%("%(' ./ '6% .'6%$ '2. "#$%&'#.(-9 `6%+$ G.2
#( + &6+((%, 6+-< /.$ #(-'+(&%< 1%%( -')"#%" 15 + ()*_
1%$ ./ +)'6.$-< %979 !('.(#+ %' +,9 RAV 15 *%+(- ./ %N_
F%$#*%(' +(" ()*%$#&+, -#*),+'#.(9 Z( '6#- F+F%$ 2%
&.(&%('$+'% .( '6% .'6%$ F$.")&'#.( F$.&%--< #9%9 1).5_
+(&5< 26%$% + G.2 ".*#(+'%" 15 1).5+(&5 F$.")&'#.(
#- &+,,%" (+')$+, &.(0%&'#.(9
8. -')"5 ')$1),%(&% F$.")&'#.( 15 1).5+(&5 #( +

&6+((%, 7%.*%'$5 .(% 6+- '. -F%&#/5 '6% "#$%&'#.( ./

Z('%$(+'#.(+, [.)$(+, ./ T%+' +(" :+-- 8$+(-/%$ J\ HABBBM ^E]^U^EB^

KKA]_B^AKdBBde _ -%% /$.(' *+''%$ ! ABBB S,-%0#%$ `&#%(&% a'"9 !,, $#76'- $%-%$0%"9
XZZf `KKA]_B^AKHBB MKKK^]_g

2229%,-%0#%$9&.*d,.&+'%d#h6*'

? Y.$$%-F.("#(7 +)'6.$9
GH<;2/ ;::&())I h9(#%)2-'+"'i21*'9')"%,/'9(, H=989:9

>#%)2-'+"'M

H=RaPr

The near wall physics and wall functions for turbulent natural convection

P. Kiš, H. Herwig ⇑

Institute of Thermo-Fluid Dynamics, Hamburg University of Technology, Denickestr. 17, D-21073 Hamburg, Germany

a r t i c l e i n f o

Article history:
Received 12 May 2011
Received in revised form 29 November 2011
Accepted 30 November 2011
Available online 1 February 2012

Keywords:
Natural convection
Plane channel
DNS
Wall function
Pdf

a b s t r a c t

Highly accurate results of direct numerical simulations (DNS) for Grashof numbers up to 4.0 ! 106 in a
differentially heated infinite vertical channel are used to deduce wall functions for turbulent natural con-
vection. These functions represent the unique time-averaged behaviour of velocity, temperature, and
shear stress in the vicinity of the wall for the Grashof number range under consideration. There is a good
indication that these wall function are valid as the Grashof number tends to infinity. Previous attempts to
find such wall functions relied on the blending of at least two functions which are valid in adjacent
regions of the flow field. In conformity with the time-averaged momentum and thermal energy equation,
this study introduces a continuous description of the near wall region up to the velocity maximum.
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1. Introduction

The near wall region of a turbulent flow field is the most
challenging part for turbulence modelling. Especially the physics
of the turbulent heat fluxes change rapidly within a very thin layer.
Thus, it is very attractive to find a universal distribution of the
mean velocity and temperature that can be used as wall functions.

A wall function acts as a new boundary condition, hence, not
only the velocity and temperature but also the flow variables of
the turbulence model have to be prescribed. The latter is often
poorly considered so that Reynolds averaged Navier–Stokes (RANS)
computations using wall functions lead to erroneous results due to
inadequate boundary conditions for the turbulence model.

The main advantage of RANS computations using wall functions
is to avoid a high resolution of the turbulent near wall layer and
uncertainties due to inappropriate turbulence models. For numer-
ical implementations, this requires a continuous function for the
mean flow values, since for the initial flow field the first grid point
away from the wall may lie inside the viscous sublayer. At the end
of the iteration, however, it may be located within the fully turbu-
lent regime although the grid was fixed in space. Moreover, in a
developing flow the boundary layer thickness smoothly changes
which again requires a smooth wall function. Therefore it is not
sufficient to have wall functions that are only valid in a certain part
of the turbulent near wall region.

In practice, wall functions are identified for several regions and
then blended into each other in order to provide this smooth

behaviour. For forced convection the law of the wall or log-layer is
well established in the literature although it is still the subject of
some ongoing discussions (see Barenblatt [1]; Zanoun et al. [14]).
The main problem herein is that results of direct numerical simu-
lations (DNS) even nowadays are still not able to clearly show the
logarithmic regime that can be seen in experiments, since the
highest possible Reynolds numbers are still not high enough.
Experiments, on the other hand, suffer from improper measure-
ments at high Reynolds numbers due to the steep gradients close
to the wall. This especially refers to measuring the wall shear stress
which is a reference quantity in the universal nondimensional wall
functions (see Fernholz et al. [4]).

With these challenges is mind, new wall functions for pure
natural convection are derived. They are based on DNS results in
a differentially heated vertical channel with the intention to gener-
ally use them in natural flow situations. These wall functions will
smoothly cover the whole near wall region even beyond the maxi-
mum of the mean velocity profile. Thus, common problems when
properly predicting the production of turbulent kinetic energy in
natural convection using eddy viscosity models, can be avoided
[3]. Therefore, not only wall functions for temperature and velocity
are presented but also for the turbulent shear stress u0v 0 in order to
define new boundary conditions for turbulence modelling. Due to
several reference quantities used in the course of this paper it must
be highlighted that indexing is crucial. An upper ⁄ denotes a dimen-
sional quantity such as the temperature T⁄ in Kelvin while no upper
index refers to a straight forward nondimensionalisation, e.g. using
the temperature difference DT⁄ as a reference temperature or the
channel half width d⁄ as a reference length. The indices + and !
denote special nondimensionalisations that will be used for wall
functions.
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• Assume there is an overlap layer

• GC1979:

• HH2005:

                                                   
                                                       K ≠	0
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3. Earlier Theoretical Studies

One approach in early theoretical studies proposes scaling functions of the mean temperature in
terms of relevant length and temperature scales in two major flow regions, a near-wall viscosity-
dominated inner layer and an outer fully turbulent layer. Then by matching of the mean tem-
perature gradients in an overlap layer that is presumed to exist, the functional form of the tem-
perature profile in the overlap layer and the dependence of Nu on Ra have been obtained in the
asymptotic limit of high Ra. One of the first and often cited work using this approach was by
George and Capp (GC1979) [12]. Hölling and Herwig (HH2005) [13] used a similar approach
but with a different choice of the temperature scale in the outer layer.

Denote the relevant temperature scales in the inner and outer layers by QI and QO, respec-
tively. The relevant length scale in the inner layer is denoted by h and the length scale of the
outer layer is taken to be H. In this approach, the functional forms of the mean temperature
profile in the inner and outer layers are proposed to be of the form

Qw �Q(x)
QI

= FI(x/h ,Pr), inner layer (15)

Q(x)�Q•
QO

= FO(x/H), outer layer (16)

for some scaling functions FI and FO, where Qw and Q• denote the mean temperature at the
wall (x = 0) and far away from the wall (x ! H/2), respectively and thus

Qw �Q• = D/2 (17)

Molecular viscosity and thermal diffusivity are expected to be significant in the inner layer and
not the outer layer thus FI but not FO depends on Pr in general. Another assumption is that
there exists an overlap layer in which both Eqs. (15) and (16) hold. Then matching the mean
temperature gradient gives

�QIF 0
I (x̂,Pr)
h

=
QOF 0

O(x̃)
H

(18)

where 0 denotes derivative w.r.t. x̂ ⌘ x/h or x̃ ⌘ x/H. In [12, 13], h is chosen as

h =
k

(kagqw)1/4 (19)

where
qw ⌘ Q

rc
= Nu

kD
H

(20)

In [12],
QI =

qw

(kagqw)1/4 , QO =
qw

(agHqw)1/3 (21)

while Hölling and Herwig [13] chose QO to be the same as QI:

QI = QO =
qw

(kagqw)1/4 (22)
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asymptotic limit of high Ra. One of the first and often cited work using this approach was by
George and Capp (GC1979) [12]. Hölling and Herwig (HH2005) [13] used a similar approach
but with a different choice of the temperature scale in the outer layer.

Denote the relevant temperature scales in the inner and outer layers by QI and QO, respec-
tively. The relevant length scale in the inner layer is denoted by h and the length scale of the
outer layer is taken to be H. In this approach, the functional forms of the mean temperature
profile in the inner and outer layers are proposed to be of the form

Qw �Q(x)
QI

= FI(x/h ,Pr), inner layer (15)

Q(x)�Q•
QO

= FO(x/H), outer layer (16)

for some scaling functions FI and FO, where Qw and Q• denote the mean temperature at the
wall (x = 0) and far away from the wall (x ! H/2), respectively and thus

Qw �Q• = D/2 (17)

Molecular viscosity and thermal diffusivity are expected to be significant in the inner layer and
not the outer layer thus FI but not FO depends on Pr in general. Another assumption is that
there exists an overlap layer in which both Eqs. (15) and (16) hold. Then matching the mean
temperature gradient gives

�QIF 0
I (x̂,Pr)
h

=
QOF 0

O(x̃)
H

(18)

where 0 denotes derivative w.r.t. x̂ ⌘ x/h or x̃ ⌘ x/H. In [12, 13], h is chosen as

h =
k

(kagqw)1/4 (19)

where
qw ⌘ Q

rc
= Nu

kD
H

(20)

In [12],
QI =

qw

(kagqw)1/4 , QO =
qw

(agHqw)1/3 (21)

while Hölling and Herwig [13] chose QO to be the same as QI:

QI = QO =
qw

(kagqw)1/4 (22)

E.S.C. Ching

Together with Eqs. (21) and (22), Eq. (18) implies

F 0
I (x̂,Pr)x̂1�g =�F 0

O(x̃)x̃
1�g (23)

where g = �1/3 in [12] and g = 0 in [13]. In the asymptotic limit of high Ra, h/H ! 0 then
x̂ and x̃ become independent and each of the two sides of Eq. (23) equals to some non-zero
constant K. Hence,

FI(x̂,Pr) = �3Kx̂�1/3 +A(Pr), FO(x̃) = 3Kx̃�1/3 +B (GC1979) (24)
FI(x̂,Pr) = K ln x̂+A(Pr), FO(x̃) =�K ln x̃+B (HH2005) (25)

for some function A(Pr) and constant B. Substituting Eqs. (24) and (25) into Eqs. (15) and (16)
and using Eq. (17), one obtains

D
2QI

=

(
A(Pr)+B

� h
H
�1/3 (GC1979)

�K ln
� h

H
�
+A(Pr)+B (HH2005)

(26)

Using Eq. (20), we can express QI and h/H in Eq. (26) in terms of Nu, Ra and Pr and obtain
the predictions of Nu(Ra,Pr):

Nu�2/3(RaPr)1/3 = 2A(Pr)(NuRaPr)1/12 +2B (GC1979) (27)

Nu�3/4(RaPr)1/4 =
K
2

ln(NuRaPr)+2A(Pr)+2B (HH2005) (28)

We test these predictions using the DNS data from a recent study for 1  Pr  100 and 106 
Ra  109 [10]. The DNS data show that an overlap layer between the two functional forms of
the mean temperature proposed by George and Capp [12] in the inner and outer layers does not
exist for Pr � 5. As shown in Fig. 2, the numerical data are consistent with Eq. (28) with K = 0.
Hence, both analyses [12, 13] are not supported by the DNS data. When K = 0, Eq. (28) is
equivalent to Nu = g(Pr)Ra1/3 for some function g(Pr), and we will discuss how this result is
obtained in our recent theoretical study [11].

4. Our Theory and Results

Our theoretical analysis is based on Eqs. (8) and (9) and makes the minimal closure approxima-
tion needed. We first integrate Eq. (8) over x to get

hu0w0it = n dW
dx

+ag
Z x

0
Q(x0)dx0 �n dW

dx

����
x=0

(29)

Then we evaluate Eq. (29) at x = x0, the location at which ndW/dx and hu0w0it are equal. This
allows us to bypass the difficulty of estimating hu0w0it and obtain

n dW
dx

����
x=0

= ag
Z x0

0
Q(x0)dx0 =

agDH
4Nu

Z x0

0
F(x )dx (30)

Nu3=4 c3ðNuRaPrÞ#1=12 # c2

h i
¼ 1

2
ðRaPrÞ1=4: ð5:12Þ

(cf. Versteegh and Nieuwstadt, 1999). If we consider the term mul-
tiplying c3 to be small for the present Ra range, Eq. (5.12) can be
simplified to:

Nu ¼ #1
2c2

! "4=3

ðRaPrÞ1=3; ð5:13Þ

which is similar to the common one-third power expression for the
Nu–Ra relationship. Eqs. (5.12) and (5.13) have previously appeared
in various studies, for instance Versteegh and Nieuwstadt (1999),
George and Capp (1979) and Shiri and George (2008). More recently,
Kiš and Herwig (2012) proposed a variation to Eq. (5.13) based on
their DNS data: Nu % (Ra Pr)1/3.2, hence deviating from the prevalent
one-third power expression. Equivalent forms of Eqs. (5.12) and
(5.13) have also been proposed by Shiri and George (2008) and Shiri

Fig. 5. A plot comparing the heat transfer laws and the DNS data from: , present study; , Versteegh and Nieuwstadt (1999); and , Kiš and Herwig (2012). Here, A = (Nu Ra
Pr) and B = (Ra Pr). Authors’ names from past studies are abbreviated.
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Fig. 6. Normalised plot of the individual terms in the heat transfer law, which
shows reduced contribution of Term I with increasing Ra.
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Fig. 7. Temperature contour plots (hot, red and cold, blue) taken in the x–z plane at mid-span. The blue and green bars represent 100 z& and z+ units respectively. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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a b s t r a c t

Highly accurate results of direct numerical simulations (DNS) for Grashof numbers up to 4.0 ! 106 in a
differentially heated infinite vertical channel are used to deduce wall functions for turbulent natural con-
vection. These functions represent the unique time-averaged behaviour of velocity, temperature, and
shear stress in the vicinity of the wall for the Grashof number range under consideration. There is a good
indication that these wall function are valid as the Grashof number tends to infinity. Previous attempts to
find such wall functions relied on the blending of at least two functions which are valid in adjacent
regions of the flow field. In conformity with the time-averaged momentum and thermal energy equation,
this study introduces a continuous description of the near wall region up to the velocity maximum.
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1. Introduction

The near wall region of a turbulent flow field is the most
challenging part for turbulence modelling. Especially the physics
of the turbulent heat fluxes change rapidly within a very thin layer.
Thus, it is very attractive to find a universal distribution of the
mean velocity and temperature that can be used as wall functions.

A wall function acts as a new boundary condition, hence, not
only the velocity and temperature but also the flow variables of
the turbulence model have to be prescribed. The latter is often
poorly considered so that Reynolds averaged Navier–Stokes (RANS)
computations using wall functions lead to erroneous results due to
inadequate boundary conditions for the turbulence model.

The main advantage of RANS computations using wall functions
is to avoid a high resolution of the turbulent near wall layer and
uncertainties due to inappropriate turbulence models. For numer-
ical implementations, this requires a continuous function for the
mean flow values, since for the initial flow field the first grid point
away from the wall may lie inside the viscous sublayer. At the end
of the iteration, however, it may be located within the fully turbu-
lent regime although the grid was fixed in space. Moreover, in a
developing flow the boundary layer thickness smoothly changes
which again requires a smooth wall function. Therefore it is not
sufficient to have wall functions that are only valid in a certain part
of the turbulent near wall region.

In practice, wall functions are identified for several regions and
then blended into each other in order to provide this smooth

behaviour. For forced convection the law of the wall or log-layer is
well established in the literature although it is still the subject of
some ongoing discussions (see Barenblatt [1]; Zanoun et al. [14]).
The main problem herein is that results of direct numerical simu-
lations (DNS) even nowadays are still not able to clearly show the
logarithmic regime that can be seen in experiments, since the
highest possible Reynolds numbers are still not high enough.
Experiments, on the other hand, suffer from improper measure-
ments at high Reynolds numbers due to the steep gradients close
to the wall. This especially refers to measuring the wall shear stress
which is a reference quantity in the universal nondimensional wall
functions (see Fernholz et al. [4]).

With these challenges is mind, new wall functions for pure
natural convection are derived. They are based on DNS results in
a differentially heated vertical channel with the intention to gener-
ally use them in natural flow situations. These wall functions will
smoothly cover the whole near wall region even beyond the maxi-
mum of the mean velocity profile. Thus, common problems when
properly predicting the production of turbulent kinetic energy in
natural convection using eddy viscosity models, can be avoided
[3]. Therefore, not only wall functions for temperature and velocity
are presented but also for the turbulent shear stress u0v 0 in order to
define new boundary conditions for turbulence modelling. Due to
several reference quantities used in the course of this paper it must
be highlighted that indexing is crucial. An upper ⁄ denotes a dimen-
sional quantity such as the temperature T⁄ in Kelvin while no upper
index refers to a straight forward nondimensionalisation, e.g. using
the temperature difference DT⁄ as a reference temperature or the
channel half width d⁄ as a reference length. The indices + and !
denote special nondimensionalisations that will be used for wall
functions.
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Nu ~ Ra1/c ,  c=3.2

13

Nu3=4 c3ðNuRaPrÞ#1=12 # c2

h i
¼ 1

2
ðRaPrÞ1=4: ð5:12Þ

(cf. Versteegh and Nieuwstadt, 1999). If we consider the term mul-
tiplying c3 to be small for the present Ra range, Eq. (5.12) can be
simplified to:

Nu ¼ #1
2c2

! "4=3

ðRaPrÞ1=3; ð5:13Þ

which is similar to the common one-third power expression for the
Nu–Ra relationship. Eqs. (5.12) and (5.13) have previously appeared
in various studies, for instance Versteegh and Nieuwstadt (1999),
George and Capp (1979) and Shiri and George (2008). More recently,
Kiš and Herwig (2012) proposed a variation to Eq. (5.13) based on
their DNS data: Nu % (Ra Pr)1/3.2, hence deviating from the prevalent
one-third power expression. Equivalent forms of Eqs. (5.12) and
(5.13) have also been proposed by Shiri and George (2008) and Shiri

Fig. 5. A plot comparing the heat transfer laws and the DNS data from: , present study; , Versteegh and Nieuwstadt (1999); and , Kiš and Herwig (2012). Here, A = (Nu Ra
Pr) and B = (Ra Pr). Authors’ names from past studies are abbreviated.
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Fig. 6. Normalised plot of the individual terms in the heat transfer law, which
shows reduced contribution of Term I with increasing Ra.
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• DNS data (Howland et al., JFM 2022)
• DNS data (Howland et al., JFM 2022) showed that an overlap layer 

barely exists for Pr = 1 and does not exist for Pr ≥ 5
• Moreover, K ≈	0 for HH2005 Turbulence, Heat and Mass Transfer 10

Figure 2: Testing the prediction Eq. (28) using DNS data [10].

Here, we have defined a dimensionless temperature function

F(x )⌘ 2
D

Q(x = x dT ), (31)

where dT ⌘ kD/2Q = H/(2Nu) is the thermal boundary layer thickness, and x0 = x0/dT .
Guided by the DNS data [10], we further assume that the integral

R x0
0 F(x )dx approaches an

asymptotic Ra-independent function 4 f (Pr) in the high-Ra limit and obtain the first relation:

Re2
tNuPrRa�1 = f (Pr) high-Ra limit (32)

Rewriting Eq. (12) in terms of F and taking the third-order derivative with respect to x , we
obtain

3H4

8nD
Nu�3

⌧
∂ 2u0

∂x2
∂q 0

∂x

�

t

����
x=0

= NuPr�1F(4)(0) (33)

Physically, we expect h(∂ 2u0/∂x2)(∂q 0/∂x)it |x=0 to depend on the wall shear stress and the
heat flux and thus on ut and �dQ/dx|x=0. It also depends on a characteristic length scale lc. As
molecular diffusivities are significant near the wall, we take lc = n/ut for Pr � 1 and lc = k/ut
for Pr ⌧ 1. Then by dimensional analysis, we obtain

⌧
∂ 2u0

∂x2
∂q 0

∂x

�

t

����
x=0

⇡ c0
ut
l2
c

NuD
H

(34)

E.S.C. Ching

Together with Eqs. (21) and (22), Eq. (18) implies

F 0
I (x̂,Pr)x̂1�g =�F 0

O(x̃)x̃
1�g (23)

where g = �1/3 in [12] and g = 0 in [13]. In the asymptotic limit of high Ra, h/H ! 0 then
x̂ and x̃ become independent and each of the two sides of Eq. (23) equals to some non-zero
constant K. Hence,

FI(x̂,Pr) = �3Kx̂�1/3 +A(Pr), FO(x̃) = 3Kx̃�1/3 +B (GC1979) (24)
FI(x̂,Pr) = K ln x̂+A(Pr), FO(x̃) =�K ln x̃+B (HH2005) (25)

for some function A(Pr) and constant B. Substituting Eqs. (24) and (25) into Eqs. (15) and (16)
and using Eq. (17), one obtains

D
2QI

=

(
A(Pr)+B

� h
H
�1/3 (GC1979)

�K ln
� h

H
�
+A(Pr)+B (HH2005)

(26)

Using Eq. (20), we can express QI and h/H in Eq. (26) in terms of Nu, Ra and Pr and obtain
the predictions of Nu(Ra,Pr):

Nu�2/3(RaPr)1/3 = 2A(Pr)(NuRaPr)1/12 +2B (GC1979) (27)

Nu�3/4(RaPr)1/4 =
K
2

ln(NuRaPr)+2A(Pr)+2B (HH2005) (28)

We test these predictions using the DNS data from a recent study for 1  Pr  100 and 106 
Ra  109 [10]. The DNS data show that an overlap layer between the two functional forms of
the mean temperature proposed by George and Capp [12] in the inner and outer layers does not
exist for Pr � 5. As shown in Fig. 2, the numerical data are consistent with Eq. (28) with K = 0.
Hence, both analyses [12, 13] are not supported by the DNS data. When K = 0, Eq. (28) is
equivalent to Nu = g(Pr)Ra1/3 for some function g(Pr), and we will discuss how this result is
obtained in our recent theoretical study [11].

4. Our Theory and Results

Our theoretical analysis is based on Eqs. (8) and (9) and makes the minimal closure approxima-
tion needed. We first integrate Eq. (8) over x to get

hu0w0it = n dW
dx

+ag
Z x

0
Q(x0)dx0 �n dW

dx

����
x=0

(29)

Then we evaluate Eq. (29) at x = x0, the location at which ndW/dx and hu0w0it are equal. This
allows us to bypass the difficulty of estimating hu0w0it and obtain

n dW
dx

����
x=0

= ag
Z x0

0
Q(x0)dx0 =

agDH
4Nu

Z x0

0
F(x )dx (30)

K ≈	0

Scaling theory is not supported by DNS data
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Results from direct numerical simulations of vertical natural convection at Rayleigh
numbers 1.0 ⇥ 105–1.0 ⇥ 109 and Prandtl number 0.709 support a generalised
applicability of the Grossmann–Lohse (GL) theory, which was originally developed for
horizontal natural (Rayleigh–Bénard) convection. In accordance with the GL theory,
it is shown that the boundary-layer thicknesses of the velocity and temperature
fields in vertical natural convection obey laminar-like Prandtl–Blasius–Pohlhausen
scaling. Specifically, the normalised mean boundary-layer thicknesses scale with the
�1/2-power of a wind-based Reynolds number, where the ‘wind’ of the GL theory
is interpreted as the maximum mean velocity. Away from the walls, the dissipation
of the turbulent fluctuations, which can be interpreted as the ‘bulk’ or ‘background’
dissipation of the GL theory, is found to obey the Kolmogorov–Obukhov–Corrsin
scaling for fully developed turbulence. In contrast to Rayleigh–Bénard convection,
the direction of gravity in vertical natural convection is parallel to the mean flow.
The orientation of this flow presents an added challenge because there no longer
exists an exact relation that links the normalised global dissipations to the Nusselt,
Rayleigh and Prandtl numbers. Nevertheless, we show that the unclosed term, namely
the global-averaged buoyancy flux that produces the kinetic energy, also exhibits
both laminar and turbulent scaling behaviours, consistent with the GL theory. The
present results suggest that, similar to Rayleigh–Bénard convection, a pure power-law
relationship between the Nusselt, Rayleigh and Prandtl numbers is not the best
description for vertical natural convection and existing empirical relationships should
be recalibrated to better reflect the underlying physics.

Key words: turbulence simulation, turbulence theory, turbulent convection

1. Introduction

In the study of pure buoyancy-driven flow (natural convection) between two
differentially heated vertical surfaces (figure 1a), there has been an ongoing interest
in establishing a general relationship between the heat transfer and the temperature
difference for an arbitrary fluid. The heating and cooling that occurs in this vertical
setup is a fundamental problem that is often found in applications such as building

† Email address for correspondence: chongn@unimelb.edu.au

�#
# 

"�
��

2�
7 �

!�
��

� 
��

�	
�84

:
 �

��
� 

	�
�

�
�C

��
�/

2�
2�

4!
�:

��
##

 "
���

C
C

C
 1

/:
0!

72
��

 �
!�

�1
�!

� 
�


�7
��

"�
�.

�7
%�

!"
7#D

��
4�,

��
��

��
��

���
��

��
��

A�
��

��
��

/#
��

��
�


��

�

�"
A0

8�
1#

�#�
�#�

��

/

:
0!

72
��

�

�!

��
#�

!:
"�

�4
�A

"�
��/

%/
7�/

0�
��

/#
��

##
 "

���
C

C
C

 1
/:

0!
72

��
 �

!�
�1

�!
��

#�
!:

" 

J. Fluid Mech. (2015), vol. 764, pp. 349–361. c� Cambridge University Press 2015
doi:10.1017/jfm.2014.712

349

Vertical natural convection: application of the

unifying theory of thermal convection

Chong Shen Ng
1,†, Andrew Ooi

1
, Detlef Lohse

2
and Daniel Chung

1

1Department of Mechanical Engineering, The University of Melbourne, Victoria 3010, Australia
2Physics of Fluids Group, Faculty of Science and Technology, J. M. Burgers Center for Fluid Dynamics

and MESA+ Institute, University of Twente, 7500 AE Enschede, The Netherlands

(Received 22 July 2014; revised 2 November 2014; accepted 4 December 2014;
first published online 6 January 2015)

Results from direct numerical simulations of vertical natural convection at Rayleigh
numbers 1.0 ⇥ 105–1.0 ⇥ 109 and Prandtl number 0.709 support a generalised
applicability of the Grossmann–Lohse (GL) theory, which was originally developed for
horizontal natural (Rayleigh–Bénard) convection. In accordance with the GL theory,
it is shown that the boundary-layer thicknesses of the velocity and temperature
fields in vertical natural convection obey laminar-like Prandtl–Blasius–Pohlhausen
scaling. Specifically, the normalised mean boundary-layer thicknesses scale with the
�1/2-power of a wind-based Reynolds number, where the ‘wind’ of the GL theory
is interpreted as the maximum mean velocity. Away from the walls, the dissipation
of the turbulent fluctuations, which can be interpreted as the ‘bulk’ or ‘background’
dissipation of the GL theory, is found to obey the Kolmogorov–Obukhov–Corrsin
scaling for fully developed turbulence. In contrast to Rayleigh–Bénard convection,
the direction of gravity in vertical natural convection is parallel to the mean flow.
The orientation of this flow presents an added challenge because there no longer
exists an exact relation that links the normalised global dissipations to the Nusselt,
Rayleigh and Prandtl numbers. Nevertheless, we show that the unclosed term, namely
the global-averaged buoyancy flux that produces the kinetic energy, also exhibits
both laminar and turbulent scaling behaviours, consistent with the GL theory. The
present results suggest that, similar to Rayleigh–Bénard convection, a pure power-law
relationship between the Nusselt, Rayleigh and Prandtl numbers is not the best
description for vertical natural convection and existing empirical relationships should
be recalibrated to better reflect the underlying physics.
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1. Introduction

In the study of pure buoyancy-driven flow (natural convection) between two
differentially heated vertical surfaces (figure 1a), there has been an ongoing interest
in establishing a general relationship between the heat transfer and the temperature
difference for an arbitrary fluid. The heating and cooling that occurs in this vertical
setup is a fundamental problem that is often found in applications such as building

† Email address for correspondence: chongn@unimelb.edu.au

�#
# 

"�
��

2�
7 �

!�
��

� 
��

�	
�84

:
 �

��
� 

	�
�

�
�C

��
�/

2�
2�

4!
�:

��
##

 "
���

C
C

C
 1

/:
0!

72
��

 �
!�

�1
�!

� 
�


�7
��

"�
�.

�7
%�

!"
7#D

��
4�,

��
��

��
��

���
��

��
��

A�
��

��
��

/#
��

��
�


��

�

�"
A0

8�
1#

�#�
�#�

��

/

:
0!

72
��

�

�!

��
#�

!:
"�

�4
�A

"�
��/

%/
7�/

0�
��

/#
��

##
 "

���
C

C
C

 1
/:

0!
72

��
 �

!�
�1

�!
��

#�
!:

" 

358 C. S. Ng, A. Ooi, D. Lohse and D. Chung

0.6

0.5

0.5

0.4

0.4

0.3

0.3

0.2

0.2

0.1

0.10

0.5

0.5

0.4

0.4

0.3

0.3

0.2

0.2

0.1

0.10

(a) (b)

)
(

FIGURE 7. Illustrations of (a) Ubulk and (b) 1Tbulk for Ra = 5.4 ⇥ 105. Specifically, they
are defined as Ubulk = �(H/2)du/dz|c and 1Tbulk = �HdT/dz|c, where (·)|c denotes the
centreline value; refer to (3.8a,b).

For RB convection, the global average of (3.7a) is zero although (3.7b) is non-zero.
Indeed, it will be shown that the strong mean components in vertical natural
convection, 1Tbulk and Ubulk, drive the turbulent fluctuations, as discussed in
Grossmann & Lohse (2004) in the context of RB convection. Here, we define
1Tbulk and Ubulk using their corresponding centreline mean gradients (figure 7),

1Tbulk = �H
dT

dz

����
c

, Ubulk = �H

2
du

dz

����
c

, (3.8a,b)

where (·)|c denotes the centreline value. Thus, the bulk dissipations due to fluctuating
quantities may now scale as

h"u0 ibulk ⇠ U
3
bulk

H
= ⌫3

H4
Re

3
✓

Ubulk

U

◆3

, (3.9a)

h"T 0 ibulk ⇠ Ubulk 1T
2
bulk

H
= 

1T
2

H2
Pr Re

✓
Ubulk

U

1T
2
bulk

1T2

◆
, (3.9b)

where the wind-based Reynolds number scaling, Re, is defined as before. In
figure 6(a,b), we find that the trends predicted by (3.9) for h"u0 ibulk and h"T 0 ibulk

agree with the power laws of the GL theory for bulk dissipation (3.5), and are
consistent with the Kolmogorov–Obukhov–Corrsin scaling in the bulk region. Thus,
to fully extend the GL theory to the present flow, (3.7) and (3.9) need to be closed
with models for Ubulk/U, 1Tbulk/1T and the bulk dissipation of the mean, i.e. h"uibulk

and h"Tibulk, in terms of Re, Ra, Nu and Pr.

3.3. Global averages for kinetic and thermal dissipations

For both RB and vertical natural convection, the global-averaged dissipation rates in
(3.3) take the exact forms

h"ui = ⌫3

H4

h�ugTi
1T/H

Ra

Pr2
, h"Ti = 

1T
2

H2
Nu, (3.10a,b)

where ug is the velocity component in the direction of gravity. In RB convection,
h�ugTi= hwTi= fw �hdT/dzi, and it can thus be shown that h✏uiRB = (⌫3/H

4)(Nu�1)
(Ra/Pr

2), cf. (9) and (10) in Ahlers et al. (2009). In contrast, h�ugTi = huTi for
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Results from direct numerical simulations of vertical natural convection at Rayleigh
numbers 1.0 ⇥ 105–1.0 ⇥ 109 and Prandtl number 0.709 support a generalised
applicability of the Grossmann–Lohse (GL) theory, which was originally developed for
horizontal natural (Rayleigh–Bénard) convection. In accordance with the GL theory,
it is shown that the boundary-layer thicknesses of the velocity and temperature
fields in vertical natural convection obey laminar-like Prandtl–Blasius–Pohlhausen
scaling. Specifically, the normalised mean boundary-layer thicknesses scale with the
�1/2-power of a wind-based Reynolds number, where the ‘wind’ of the GL theory
is interpreted as the maximum mean velocity. Away from the walls, the dissipation
of the turbulent fluctuations, which can be interpreted as the ‘bulk’ or ‘background’
dissipation of the GL theory, is found to obey the Kolmogorov–Obukhov–Corrsin
scaling for fully developed turbulence. In contrast to Rayleigh–Bénard convection,
the direction of gravity in vertical natural convection is parallel to the mean flow.
The orientation of this flow presents an added challenge because there no longer
exists an exact relation that links the normalised global dissipations to the Nusselt,
Rayleigh and Prandtl numbers. Nevertheless, we show that the unclosed term, namely
the global-averaged buoyancy flux that produces the kinetic energy, also exhibits
both laminar and turbulent scaling behaviours, consistent with the GL theory. The
present results suggest that, similar to Rayleigh–Bénard convection, a pure power-law
relationship between the Nusselt, Rayleigh and Prandtl numbers is not the best
description for vertical natural convection and existing empirical relationships should
be recalibrated to better reflect the underlying physics.

Key words: turbulence simulation, turbulence theory, turbulent convection

1. Introduction

In the study of pure buoyancy-driven flow (natural convection) between two
differentially heated vertical surfaces (figure 1a), there has been an ongoing interest
in establishing a general relationship between the heat transfer and the temperature
difference for an arbitrary fluid. The heating and cooling that occurs in this vertical
setup is a fundamental problem that is often found in applications such as building
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Results from direct numerical simulations of vertical natural convection at Rayleigh
numbers 1.0 ⇥ 105–1.0 ⇥ 109 and Prandtl number 0.709 support a generalised
applicability of the Grossmann–Lohse (GL) theory, which was originally developed for
horizontal natural (Rayleigh–Bénard) convection. In accordance with the GL theory,
it is shown that the boundary-layer thicknesses of the velocity and temperature
fields in vertical natural convection obey laminar-like Prandtl–Blasius–Pohlhausen
scaling. Specifically, the normalised mean boundary-layer thicknesses scale with the
�1/2-power of a wind-based Reynolds number, where the ‘wind’ of the GL theory
is interpreted as the maximum mean velocity. Away from the walls, the dissipation
of the turbulent fluctuations, which can be interpreted as the ‘bulk’ or ‘background’
dissipation of the GL theory, is found to obey the Kolmogorov–Obukhov–Corrsin
scaling for fully developed turbulence. In contrast to Rayleigh–Bénard convection,
the direction of gravity in vertical natural convection is parallel to the mean flow.
The orientation of this flow presents an added challenge because there no longer
exists an exact relation that links the normalised global dissipations to the Nusselt,
Rayleigh and Prandtl numbers. Nevertheless, we show that the unclosed term, namely
the global-averaged buoyancy flux that produces the kinetic energy, also exhibits
both laminar and turbulent scaling behaviours, consistent with the GL theory. The
present results suggest that, similar to Rayleigh–Bénard convection, a pure power-law
relationship between the Nusselt, Rayleigh and Prandtl numbers is not the best
description for vertical natural convection and existing empirical relationships should
be recalibrated to better reflect the underlying physics.
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1. Introduction

In the study of pure buoyancy-driven flow (natural convection) between two
differentially heated vertical surfaces (figure 1a), there has been an ongoing interest
in establishing a general relationship between the heat transfer and the temperature
difference for an arbitrary fluid. The heating and cooling that occurs in this vertical
setup is a fundamental problem that is often found in applications such as building
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FIGURE 7. Illustrations of (a) Ubulk and (b) 1Tbulk for Ra = 5.4 ⇥ 105. Specifically, they
are defined as Ubulk = �(H/2)du/dz|c and 1Tbulk = �HdT/dz|c, where (·)|c denotes the
centreline value; refer to (3.8a,b).

For RB convection, the global average of (3.7a) is zero although (3.7b) is non-zero.
Indeed, it will be shown that the strong mean components in vertical natural
convection, 1Tbulk and Ubulk, drive the turbulent fluctuations, as discussed in
Grossmann & Lohse (2004) in the context of RB convection. Here, we define
1Tbulk and Ubulk using their corresponding centreline mean gradients (figure 7),

1Tbulk = �H
dT

dz

����
c

, Ubulk = �H

2
du

dz

����
c

, (3.8a,b)

where (·)|c denotes the centreline value. Thus, the bulk dissipations due to fluctuating
quantities may now scale as

h"u0 ibulk ⇠ U
3
bulk

H
= ⌫3

H4
Re

3
✓

Ubulk

U

◆3

, (3.9a)

h"T 0 ibulk ⇠ Ubulk 1T
2
bulk

H
= 

1T
2

H2
Pr Re

✓
Ubulk

U

1T
2
bulk

1T2

◆
, (3.9b)

where the wind-based Reynolds number scaling, Re, is defined as before. In
figure 6(a,b), we find that the trends predicted by (3.9) for h"u0 ibulk and h"T 0 ibulk

agree with the power laws of the GL theory for bulk dissipation (3.5), and are
consistent with the Kolmogorov–Obukhov–Corrsin scaling in the bulk region. Thus,
to fully extend the GL theory to the present flow, (3.7) and (3.9) need to be closed
with models for Ubulk/U, 1Tbulk/1T and the bulk dissipation of the mean, i.e. h"uibulk

and h"Tibulk, in terms of Re, Ra, Nu and Pr.

3.3. Global averages for kinetic and thermal dissipations

For both RB and vertical natural convection, the global-averaged dissipation rates in
(3.3) take the exact forms

h"ui = ⌫3

H4

h�ugTi
1T/H

Ra

Pr2
, h"Ti = 

1T
2

H2
Nu, (3.10a,b)

where ug is the velocity component in the direction of gravity. In RB convection,
h�ugTi= hwTi= fw �hdT/dzi, and it can thus be shown that h✏uiRB = (⌫3/H

4)(Nu�1)
(Ra/Pr

2), cf. (9) and (10) in Ahlers et al. (2009). In contrast, h�ugTi = huTi for
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• Focus on the large aspect-ratio limit
• Using Reynolds decomposition

and taking time average of the equations of motion

• W(0)=W(H/2)=0, Θ 0 = D/2 and Θ(H/2)=0
• Q = - k d Θ/dx |x=0

• Mean flow equations are not closed

Our Theory   Emily S.C. Ching, Phys. Rev. Fluids 8, L022601 (2023)

• For turbulent vertical convection, fluctuations cannot be neglected. 
• Using Reynolds decomposition, e.g.

and taking time average of the equations of motion, one obtains

for large aspect ratio. W(0)=W(H/2)=0, Θ 0 = D/2 and Θ(H/2)=0 

• Q = - k d Θ/dx |x=0

• The mean flow equations are not closed, and it is a longstanding theoretical 
challenge to understand how Nu depends on Ra and Pr.

u=(u,v,w)
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tions of the control parameters, the system also responds
with changes in the wall shear stress, and the maximum
mean vertical velocity in the convective flow, and e↵ec-
tive power-law dependence on Ra and Pr have also been
reported for these responses [17]. To save computational
e↵orts, DNS in two dimensions with adiabatic boundary
condition in the horizontal boundaries have been carried
out and � has been found to be closer to 1/4 than 1/3
for Pr = 0.71 and 6 ⇥ 108  Ra  1010 [18, 19] but a
recent study at Pr = 10 and Ra up to 1014 shows that
there is a sharp transition from � = 1/4 to � = 1/3 when
Ra � 5 ⇥ 1010 [20]. There have been di↵erent theoreti-
cal attempts to understand turbulent vertical convection.
One approach is to identify relevant length, velocity and
temperature scales in di↵erent flow regions, such as in-
ner region next to the boundary and outer region further
away from the boundary, and develop scaling functions of
velocity and temperature in each region [21–23]. Another
study has tried to extend the ideas of the scaling theory
of Grossmann and Lohse [24–27], which has successfully
accounted for Nu(Ra,Pr) for a wide range of Ra and Pr
in Rayleigh-Bénard convection, to vertical convection but
found that this approach is not feasible [16].

In this Letter, we present a theoretical analysis that
answers the question of how heat flux depends on the
control parameters for large aspect-ratio turbulent ver-
tical convection. Our analysis yields two relationships
between heat flux and wall shear stress and their depen-
dence on Ra and Pr in the high-Ra limit. We check our
results using the the openly available numerical data for
38 di↵erent sets of Ra and Pr from the DNS study by
Howland et al. [17] and find excellent agreement.

We consider a fluid confined between two vertical walls,
with the left wall heated at a temperature Th and the
right wall cooled at a temperature Tc and the tempera-
ture di↵erence � is equal to Th � Tc (see Fig. 1). With
the Oberbeck-Boussinesq approximation which neglects
the variation of temperature in the fluid for all purposes
except for the determination of the buoyancy force, the
governing equations are

@u

@t
+ u ·ru = �1

⇢
rp+ ⌫r2u+ ↵g(T � T0)ẑ (1)

@u

@t
+ u ·rT = r2

T (2)

r · u = 0 (3)

where u(x, y, z, t) = (u, v, w) is the velocity field,
p(x, y, z, t) the pressure field, T (x, y, z, t) the tempera-
ture field, T0 the average temperature of the two vertical
plates and ⇢ the density of the fluid at T = T0. The co-
ordinate system is shown in Fig. 1 and ẑ is a unit vector
along the vertical direction. The velocity field satisfies
the no-slip boundary condition at the two vertical plates.

The flow quantities are Reynolds decomposed into
sums of time averages and fluctuations, e.g.,

w(x, y, z, t) = W (x) + w
0(x, y, z, t)

T (x, y, z, t)� T0 = ⇥(x) + ✓
0(x, y, z, t)

. We focus at the large aspect-ratio limit, namely
Lz/H � 1 and Ly/H � 1. In this limit, all the mean
flow quantities depend on x only. Using the continuity
equation Eq. (3) and the no-slip boundary condition, we
obtain U = 0. Taking time average of Eqs. (1) and (2)
leads to the mean momentum balance and mean thermal
energy balance equations

d

dx
hu0

w
0it = ⌫

d
2

dx2
W + ↵g⇥ (4)

d

dx
hu0

✓
0it = 

d
2

dx2
⇥ (5)

where h· · · it denotes an average over time. In DNS where
the computational domain is finite, the same equations
can be derived for the mean quantities averaged over time
as well as over y and z if periodic boundary conditions
are enforced in the y- and z-directions [17]. Equation (4)
describes the balance of the Reynolds shear stress, the
viscous stress and the buoyancy force while Eq. (5) de-
scribes the balance of the turbulent and conductive heat
flux. Due to the symmetry of the problem, the mean
velocity and temperature profiles W (x) and ⇥(x) are an-
tisymmetric about x = H/2 thus we only have to study
Eqs. (4) and (5) for 0  x  H/2. The boundary condi-
tions are

W (0) = W (H/2) = ⇥(H/2) = 0; ⇥(0) = �/2
(6)

Integrating Eq. (5) with respect to x, we obtain

hu0
✓
0it � 

d⇥

dx
= �

d⇥

dx

����
x=0

(7)

showing that the horizontal heat flux Q = ⇢chu0
✓
0it �

kd⇥/dx along the x direction is independent of x. Here,
c and k are the specific heat capacity and thermal con-
ductivity of the fluid, respectively. Thus, we have

Nu ⌘ Q

k�/H
= �d⇥

dx

����
x=0

H

�
⌘ H

2�T
(8)

and we have further defined the thermal boundary layer
thickness by �T ⌘ k�/(2Q). Integrating Eq. (4) with
respect to x gives

⌫
dW

dx

����
x=0

= ↵g

Z x0

0
⇥(x0)dx0 (9)

where we have evaluated the resulting equation at x0,
the location at which the magnitudes of the Reynolds
shear stress and viscous stress are equal, i.e., x0 is defined
by ⌫dW/dx|x=x0 = hu0

w
0it(x0). Near the wall, the vis-

cous stress ⇢⌫dW/dx dominates over the Reynolds shear
stress �⇢hu0

w
0it which is small and positive. As one

moves away from the wall, the viscous stress decreases
while the Reynolds shear stress becomes negative and its
magnitude increases. In the outer layer towards the cen-
terline x = H/2, the viscous stress becomes negative and
the magnitude of the Reynolds shear stress dominates
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• Integrating the mean momentum equation gives

•  Evaluating the result at 𝑥 = 𝑥0, where
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plates and ⇢ the density of the fluid at T = T0. The co-
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and we have further defined the thermal boundary layer
thickness by �T ⌘ k�/(2Q). Integrating Eq. (4) with
respect to x gives
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where we have evaluated the resulting equation at x0,
the location at which the magnitudes of the Reynolds
shear stress and viscous stress are equal, i.e., x0 is defined
by ⌫dW/dx|x=x0 = hu0

w
0it(x0). Near the wall, the vis-

cous stress ⇢⌫dW/dx dominates over the Reynolds shear
stress �⇢hu0

w
0it which is small and positive. As one

moves away from the wall, the viscous stress decreases
while the Reynolds shear stress becomes negative and its
magnitude increases. In the outer layer towards the cen-
terline x = H/2, the viscous stress becomes negative and
the magnitude of the Reynolds shear stress dominates
over that of the viscous stress. The magnitudes of the
two stresses are equal at x = x0. Equation (9) shows
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equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa
�1 =

1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa

�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.
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where ⇠ = x/�T and ⇥(x) = (�/2)�(⇠), and approximated the terms inside the square bracket by
a function g that does not depend on Ra such that
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As shown in Chris’ earlier notes and in Fig. 1, the weak dependence of the function g on Ra is
supported by the DNS data. Thus, together with the earlier result on Nu:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 Pr � 1 (6)

we have

I2 ⇡ g(Pr)

C2f(Pr)]2/3
Pr�7/9Ra1/3 (7)

To estimate the integral I1, we rewrite it as

I1 =
H

2

⌫2
hu0

w
0it(xm)

xm

H

Z 1

0

hu0
w

0it
hu0w0it(xm)

dt (8)

In Fig. 2, we plot the normalized Reynolds stress hu0
w

0it/hu0
w

0it(xm) as a function of t = x/xm for
the 38 cases studied. In the inset, we show its integral from 0 to t. It can be seen that the value of
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explicitly that the wall shear stress ⌧w = ⇢⌫dW/dx|x=0

is generated by buoyancy and is equal to the buoyancy
force per unit area within the velocity boundary layer
with x  x0. The wall shear stress is often measured by
the dimensionless shear Reynolds number Re⌧ ⌘ u⌧H/⌫

in terms of the friction velocity u⌧ ⌘
p
⌫dW/dx|x=0.

We define a dimensionless temperature function �(⇠) of
a dimensionless spatial variable ⇠ = x/�T of the thermal
boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa
�1 =

1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from
Howland et al. [17] and study their Ra- and Pr-
dependence. As shown in Fig. 2, �(⇠) approaches an
asymptotic form in the high-Ra limit for each Pr and
this asymptotic form depends on Pr. As the DNS data
on Reynolds shear stress are not openly available [17],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that the estimated ⇠0 increases slowly with Ra for
each Pr. Since �(⇠) is close to zero for large ⇠, these
results suggest that the integral I(Ra,Pr) ! f(Pr), a-
Ra-independent function in the high-Ra limit and we do
not expect f(Pr) to have a power-law dependence on Pr.
The DNS data only cover Pr � 1 but we expect �(⇠) to
approach an asymptotic form for general Pr. For Pr < 1,
the velocity boundary layer is nested within the ther-
mal boundary layer, therefore ⇠0 < 1 and ⇠0 > 0 as the
integral is nonzero. This suggests that for Pr < 1, ⇠0

would tend to a constant value in the high-Ra limit and
I(Ra,Pr) ! f(Pr) also for Pr < 1. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

We estimate the values of f(Pr) from the DNS data [17]
as follows. Among the 38 sets of data, most data were
taken at Pr = 10. Thus we take f0 ⌘ f(Pr = 10) as
a reference and estimate the values of f(Pr)/f0 for each
of the other values of Pr by the averages of the ratio of
the data points Re2⌧NuPrRa�1 at that Pr to the data
points at Pr = 10, taken at the 7 common values of Ra.
The errors of the estimated f(Pr)/f0 are measured by
the standard deviations. Equation (13) implies that the
data points of Re2⌧Nu for di↵erent values of Pr, when
multiplied by Prf0/f(Pr), would collapse into a single
curve of f0Ra for large Ra. This is confirmed in Fig. 4
and as shown in the inset of Fig. 4, f(Pr)/f0 indeed does

FIG. 2. Plots of �(⇠) versus x showing its dependence on Ra
for Pr = 1, 10, 100 and its dependence on Pr at the largest
Ra (108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) using DNS
data from Howland et al. [17].

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

not have a power-law dependence on Pr. As a result, Re⌧
and Nu would not have power-law dependence on Pr.
Using Eq. (8), Eq. (10) and hu0

✓
0it = hu(T � T0)it as

U = 0, we rewrite Eq. (7) as

hu(T � T0)it
⌫�/H

= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, u, T � T0 and
@u/@x = �(@v/@y + @w/@z) vanish at x = 0 and,
as a result, hu(T � T0)it and its first and second-order
derivatives with respect to x vanish at x = 0 while
d
3hu(T � T0)it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0. Tak-

ing the third-order derivative of Eq. (14) with respect to

F(x) approaches a Pr-dependent asymptotic form as Ra increases 

Evaluate F(x) and x0  using DNS data by Howland et al., JFM 930, A32 (2022)



• x0 has a weak dependence on Ra for each Pr

• These results lead us to make the assumption
	 𝐼(Ra, Pr) → f(Pr)   in the high-Ra limit
• This yields the first relationship
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equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa
�1 =
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4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as
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= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
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0it and its first
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As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa

�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.
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equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
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⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
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where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa

�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.
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boundary conditions for �:
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We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.
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Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
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data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa�1 = f(Pr) high-Ra limit (13)
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the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa

�1 for that Pr to those for Pr = 10,
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when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
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Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
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We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
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Using Eqs. (8) and (10), we rewrite Eq. (7) as
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FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.

⇠ at ⇠ = 0 thus yields

3H4

8⌫�
Nu�3

⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

= NuPr�1�(4)(0) (15)

where we have used dx/d⇠ = �T = H/(2Nu). Then we
make the estimate
⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

⇡ �c0
u
3
⌧

⌫2

d⇥

dx

����
x=0

= c0
u
3
⌧

⌫2

Nu�

H
(16)

by approximating (i) @T/@x at x = 0 by its time average
d⇥/dx|x=0 ignoring the expected small fluctuations and
(ii) h@2

u/@x
2it at x = 0 by a dimensional estimate in

terms of u⌧ and ⌫. Substituting Eq. (16) into Eq. (15),
we obtain a second approximate relationship between Nu
and Re⌧ :

Nu ⇡


3c0
8�(4)(0)

�1/3
Pr1/3Re⌧ = CPr1/3Re⌧ (17)

Equation (17) is in agreement with the numeri-
cal result Nu ⇠ Pr1/3Re⌧ [17]. A relationship
Nu / [�(Pr)Pr]1/3Re⌧ , where �(Pr) is an undeter-
mined function of Pr, has been obtained for high
Pr by assuming that the eddy di↵usivity, defined by
�hu0

✓
0it/(@⇥/@x), can be approximated by a cubic func-

tion of x, �(Pr)u3
⌧x

3
/⌫

2, throughout the thermal bound-
ary layer [28] but this cubic-function approximation is
not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large

Ra when multiplied by the factors [f0/f(Pr)]1/3Pr
1/9 and

[f0/f(Pr)]1/3Pr
4/9, respectively. As shown in Fig. 5, an

excellent agreement of the DNS data with these theoret-
ical predictions is found.

FIG. 5. Dependence of Nu[f0/f(Pr)]
1/3Pr1/9 (top) and

Re⌧ [f0/f(Pr)]
1/3Pr4/9 (bottom) on Ra using the DNS

data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].
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Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109
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FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
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τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
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Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
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τ x3/ν2, throughout the
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• Integrating the mean thermal energy balance equation 
   gives

• Evaluating the third-order derivative of both sides:

•  Make the closure approximation 

    to obtain the second relationship
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3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa�1 =
1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.

4

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.

⇠ at ⇠ = 0 thus yields

3H4

8⌫�
Nu�3

⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

= NuPr�1�(4)(0) (15)

where we have used dx/d⇠ = �T = H/(2Nu). Then we
make the estimate
⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

⇡ �c0
u
3
⌧

⌫2

d⇥

dx

����
x=0

= c0
u
3
⌧

⌫2

Nu�

H
(16)

by approximating (i) @T/@x at x = 0 by its time average
d⇥/dx|x=0 ignoring the expected small fluctuations and
(ii) h@2

u/@x
2it at x = 0 by a dimensional estimate in

terms of u⌧ and ⌫. Substituting Eq. (16) into Eq. (15),
we obtain a second approximate relationship between Nu
and Re⌧ :

Nu ⇡


3c0
8�(4)(0)

�1/3
Pr1/3Re⌧ = CPr1/3Re⌧ (17)

Equation (17) is in agreement with the numeri-
cal result Nu ⇠ Pr1/3Re⌧ [17]. A relationship
Nu / [�(Pr)Pr]1/3Re⌧ , where �(Pr) is an undeter-
mined function of Pr, has been obtained for high
Pr by assuming that the eddy di↵usivity, defined by
�hu0

✓
0it/(@⇥/@x), can be approximated by a cubic func-

tion of x, �(Pr)u3
⌧x

3
/⌫

2, throughout the thermal bound-
ary layer [28] but this cubic-function approximation is
not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large

Ra when multiplied by the factors [f0/f(Pr)]1/3Pr
1/9 and

[f0/f(Pr)]1/3Pr
4/9, respectively. As shown in Fig. 5, an

excellent agreement of the DNS data with these theoret-
ical predictions is found.

FIG. 5. Dependence of Nu[f0/f(Pr)]
1/3Pr1/9 (top) and

Re⌧ [f0/f(Pr)]
1/3Pr4/9 (bottom) on Ra using the DNS

data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].
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•  Make the closure approximation 
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These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.

4

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.

⇠ at ⇠ = 0 thus yields

3H4

8⌫�
Nu�3

⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

= NuPr�1�(4)(0) (15)

where we have used dx/d⇠ = �T = H/(2Nu). Then we
make the estimate
⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

⇡ �c0
u
3
⌧

⌫2

d⇥

dx

����
x=0

= c0
u
3
⌧

⌫2

Nu�

H
(16)

by approximating (i) @T/@x at x = 0 by its time average
d⇥/dx|x=0 ignoring the expected small fluctuations and
(ii) h@2

u/@x
2it at x = 0 by a dimensional estimate in

terms of u⌧ and ⌫. Substituting Eq. (16) into Eq. (15),
we obtain a second approximate relationship between Nu
and Re⌧ :

Nu ⇡


3c0
8�(4)(0)

�1/3
Pr1/3Re⌧ = CPr1/3Re⌧ (17)

Equation (17) is in agreement with the numeri-
cal result Nu ⇠ Pr1/3Re⌧ [17]. A relationship
Nu / [�(Pr)Pr]1/3Re⌧ , where �(Pr) is an undeter-
mined function of Pr, has been obtained for high
Pr by assuming that the eddy di↵usivity, defined by
�hu0

✓
0it/(@⇥/@x), can be approximated by a cubic func-

tion of x, �(Pr)u3
⌧x

3
/⌫

2, throughout the thermal bound-
ary layer [28] but this cubic-function approximation is
not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large

Ra when multiplied by the factors [f0/f(Pr)]1/3Pr
1/9 and

[f0/f(Pr)]1/3Pr
4/9, respectively. As shown in Fig. 5, an

excellent agreement of the DNS data with these theoret-
ical predictions is found.

FIG. 5. Dependence of Nu[f0/f(Pr)]
1/3Pr1/9 (top) and

Re⌧ [f0/f(Pr)]
1/3Pr4/9 (bottom) on Ra using the DNS

data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].
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Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)

L022601-6

EMILY S. C. CHING

FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)

L022601-6

EMILY S. C. CHING

FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)

L022601-6

EMILY S. C. CHING

FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)
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FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.
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• Integrating the mean thermal energy balance equation 
gives

• Evaluating the third-order derivative of both sides:

•  Make the closure approximation 
                        =                                         

         (                                                                             )
 to obtain the second relationship

9

3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa
�1 =

1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.

4

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.

⇠ at ⇠ = 0 thus yields

3H4

8⌫�
Nu�3

⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

= NuPr�1�(4)(0) (15)

where we have used dx/d⇠ = �T = H/(2Nu). Then we
make the estimate
⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

⇡ �c0
u
3
⌧

⌫2

d⇥

dx

����
x=0

= c0
u
3
⌧

⌫2

Nu�

H
(16)

by approximating (i) @T/@x at x = 0 by its time average
d⇥/dx|x=0 ignoring the expected small fluctuations and
(ii) h@2

u/@x
2it at x = 0 by a dimensional estimate in

terms of u⌧ and ⌫. Substituting Eq. (16) into Eq. (15),
we obtain a second approximate relationship between Nu
and Re⌧ :

Nu ⇡


3c0
8�(4)(0)

�1/3
Pr1/3Re⌧ = CPr1/3Re⌧ (17)

Equation (17) is in agreement with the numeri-
cal result Nu ⇠ Pr1/3Re⌧ [17]. A relationship
Nu / [�(Pr)Pr]1/3Re⌧ , where �(Pr) is an undeter-
mined function of Pr, has been obtained for high
Pr by assuming that the eddy di↵usivity, defined by
�hu0

✓
0it/(@⇥/@x), can be approximated by a cubic func-

tion of x, �(Pr)u3
⌧x

3
/⌫

2, throughout the thermal bound-
ary layer [28] but this cubic-function approximation is
not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large

Ra when multiplied by the factors [f0/f(Pr)]1/3Pr
1/9 and

[f0/f(Pr)]1/3Pr
4/9, respectively. As shown in Fig. 5, an

excellent agreement of the DNS data with these theoret-
ical predictions is found.

FIG. 5. Dependence of Nu[f0/f(Pr)]
1/3Pr1/9 (top) and

Re⌧ [f0/f(Pr)]
1/3Pr4/9 (bottom) on Ra using the DNS

data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].

Boundary layers in vertical convection at high Pr

0 100

102

101

102109107

Ra

Pr = 1
Pr = 10
Pr = 100

Pr = 2
Pr = 5

Nu
 ×

 R
a–1

/3
Nu ~ Ra–1/3

Nu ~ Re τ
Pr1/3

Reτ

103

Nu
 ×

 P
r–1

/3

0.08(a) (b)

0.06

0.04

0.02

Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109
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FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
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τ x3/ν2, throughout the
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region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain
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• Integrating the mean thermal energy balance equation 
gives

• Evaluating the third-order derivative of both sides:

•  Make the closure approximation 
                        =                                         

         (                                                                             )
 to obtain the second relationship

9

3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa
�1 =

1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.

4

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.

⇠ at ⇠ = 0 thus yields

3H4

8⌫�
Nu�3

⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

= NuPr�1�(4)(0) (15)

where we have used dx/d⇠ = �T = H/(2Nu). Then we
make the estimate
⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

⇡ �c0
u
3
⌧

⌫2

d⇥

dx

����
x=0

= c0
u
3
⌧

⌫2

Nu�

H
(16)

by approximating (i) @T/@x at x = 0 by its time average
d⇥/dx|x=0 ignoring the expected small fluctuations and
(ii) h@2

u/@x
2it at x = 0 by a dimensional estimate in

terms of u⌧ and ⌫. Substituting Eq. (16) into Eq. (15),
we obtain a second approximate relationship between Nu
and Re⌧ :

Nu ⇡


3c0
8�(4)(0)

�1/3
Pr1/3Re⌧ = CPr1/3Re⌧ (17)

Equation (17) is in agreement with the numeri-
cal result Nu ⇠ Pr1/3Re⌧ [17]. A relationship
Nu / [�(Pr)Pr]1/3Re⌧ , where �(Pr) is an undeter-
mined function of Pr, has been obtained for high
Pr by assuming that the eddy di↵usivity, defined by
�hu0

✓
0it/(@⇥/@x), can be approximated by a cubic func-

tion of x, �(Pr)u3
⌧x

3
/⌫

2, throughout the thermal bound-
ary layer [28] but this cubic-function approximation is
not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large

Ra when multiplied by the factors [f0/f(Pr)]1/3Pr
1/9 and

[f0/f(Pr)]1/3Pr
4/9, respectively. As shown in Fig. 5, an

excellent agreement of the DNS data with these theoret-
ical predictions is found.

FIG. 5. Dependence of Nu[f0/f(Pr)]
1/3Pr1/9 (top) and

Re⌧ [f0/f(Pr)]
1/3Pr4/9 (bottom) on Ra using the DNS

data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].

Boundary layers in vertical convection at high Pr
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Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.
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FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)
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• Integrating the mean thermal energy balance equation 
gives

• Evaluating the third-order derivative of both sides:

•  Make the closure approximation 
                        =                                         

         (                                                                             )
 to obtain the second relationship

9

3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa�1 =
1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.

4

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.

⇠ at ⇠ = 0 thus yields

3H4

8⌫�
Nu�3

⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

= NuPr�1�(4)(0) (15)

where we have used dx/d⇠ = �T = H/(2Nu). Then we
make the estimate
⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

⇡ �c0
u
3
⌧

⌫2

d⇥

dx

����
x=0

= c0
u
3
⌧

⌫2

Nu�

H
(16)

by approximating (i) @T/@x at x = 0 by its time average
d⇥/dx|x=0 ignoring the expected small fluctuations and
(ii) h@2

u/@x
2it at x = 0 by a dimensional estimate in

terms of u⌧ and ⌫. Substituting Eq. (16) into Eq. (15),
we obtain a second approximate relationship between Nu
and Re⌧ :

Nu ⇡


3c0
8�(4)(0)

�1/3
Pr1/3Re⌧ = CPr1/3Re⌧ (17)

Equation (17) is in agreement with the numeri-
cal result Nu ⇠ Pr1/3Re⌧ [17]. A relationship
Nu / [�(Pr)Pr]1/3Re⌧ , where �(Pr) is an undeter-
mined function of Pr, has been obtained for high
Pr by assuming that the eddy di↵usivity, defined by
�hu0

✓
0it/(@⇥/@x), can be approximated by a cubic func-

tion of x, �(Pr)u3
⌧x

3
/⌫

2, throughout the thermal bound-
ary layer [28] but this cubic-function approximation is
not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large

Ra when multiplied by the factors [f0/f(Pr)]1/3Pr
1/9 and

[f0/f(Pr)]1/3Pr
4/9, respectively. As shown in Fig. 5, an

excellent agreement of the DNS data with these theoret-
ical predictions is found.

FIG. 5. Dependence of Nu[f0/f(Pr)]
1/3Pr1/9 (top) and

Re⌧ [f0/f(Pr)]
1/3Pr4/9 (bottom) on Ra using the DNS

data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].
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Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)
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Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
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where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain
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• Integrating the mean thermal energy balance equation 
   gives

• Evaluating the third-order derivative of both sides:

•  Make the closure approximation 

    to obtain the second relationship
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equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa
�1 =

1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.
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FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.

⇠ at ⇠ = 0 thus yields
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where we have used dx/d⇠ = �T = H/(2Nu). Then we
make the estimate
⌧
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by approximating (i) @T/@x at x = 0 by its time average
d⇥/dx|x=0 ignoring the expected small fluctuations and
(ii) h@2

u/@x
2it at x = 0 by a dimensional estimate in

terms of u⌧ and ⌫. Substituting Eq. (16) into Eq. (15),
we obtain a second approximate relationship between Nu
and Re⌧ :

Nu ⇡


3c0
8�(4)(0)

�1/3
Pr1/3Re⌧ = CPr1/3Re⌧ (17)

Equation (17) is in agreement with the numeri-
cal result Nu ⇠ Pr1/3Re⌧ [17]. A relationship
Nu / [�(Pr)Pr]1/3Re⌧ , where �(Pr) is an undeter-
mined function of Pr, has been obtained for high
Pr by assuming that the eddy di↵usivity, defined by
�hu0

✓
0it/(@⇥/@x), can be approximated by a cubic func-

tion of x, �(Pr)u3
⌧x

3
/⌫

2, throughout the thermal bound-
ary layer [28] but this cubic-function approximation is
not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large

Ra when multiplied by the factors [f0/f(Pr)]1/3Pr
1/9 and

[f0/f(Pr)]1/3Pr
4/9, respectively. As shown in Fig. 5, an

excellent agreement of the DNS data with these theoret-
ical predictions is found.

FIG. 5. Dependence of Nu[f0/f(Pr)]
1/3Pr1/9 (top) and

Re⌧ [f0/f(Pr)]
1/3Pr4/9 (bottom) on Ra using the DNS

data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].

• Integrating the mean thermal energy balance equation 
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• Evaluating the third-order derivative of both sides:

•  Make the closure approximation 
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taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
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of Nu and Re⌧ on Ra and Pr in the high-Ra limit:
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Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].
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Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109
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FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)
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τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)
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• Integrating the mean thermal energy balance equation 
gives

• Evaluating the third-order derivative of both sides:

•  Make the closure approximation 
                        =                                         

         (                                                                             )
 to obtain the second relationship

9

3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa
�1 =

1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.

4

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.

⇠ at ⇠ = 0 thus yields

3H4

8⌫�
Nu�3

⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

= NuPr�1�(4)(0) (15)

where we have used dx/d⇠ = �T = H/(2Nu). Then we
make the estimate
⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

⇡ �c0
u
3
⌧

⌫2

d⇥

dx

����
x=0

= c0
u
3
⌧

⌫2

Nu�

H
(16)

by approximating (i) @T/@x at x = 0 by its time average
d⇥/dx|x=0 ignoring the expected small fluctuations and
(ii) h@2

u/@x
2it at x = 0 by a dimensional estimate in

terms of u⌧ and ⌫. Substituting Eq. (16) into Eq. (15),
we obtain a second approximate relationship between Nu
and Re⌧ :

Nu ⇡


3c0
8�(4)(0)

�1/3
Pr1/3Re⌧ = CPr1/3Re⌧ (17)

Equation (17) is in agreement with the numeri-
cal result Nu ⇠ Pr1/3Re⌧ [17]. A relationship
Nu / [�(Pr)Pr]1/3Re⌧ , where �(Pr) is an undeter-
mined function of Pr, has been obtained for high
Pr by assuming that the eddy di↵usivity, defined by
�hu0

✓
0it/(@⇥/@x), can be approximated by a cubic func-

tion of x, �(Pr)u3
⌧x

3
/⌫

2, throughout the thermal bound-
ary layer [28] but this cubic-function approximation is
not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large

Ra when multiplied by the factors [f0/f(Pr)]1/3Pr
1/9 and

[f0/f(Pr)]1/3Pr
4/9, respectively. As shown in Fig. 5, an

excellent agreement of the DNS data with these theoret-
ical predictions is found.

FIG. 5. Dependence of Nu[f0/f(Pr)]
1/3Pr1/9 (top) and

Re⌧ [f0/f(Pr)]
1/3Pr4/9 (bottom) on Ra using the DNS

data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].
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Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)
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• Integrating the mean thermal energy balance equation 
gives

• Evaluating the third-order derivative of both sides:

•  Make the closure approximation 
                        =                                         

         (                                                                             )
 to obtain the second relationship

9

3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa�1 =
1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.

4

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.

⇠ at ⇠ = 0 thus yields

3H4

8⌫�
Nu�3

⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

= NuPr�1�(4)(0) (15)

where we have used dx/d⇠ = �T = H/(2Nu). Then we
make the estimate
⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

⇡ �c0
u
3
⌧

⌫2

d⇥

dx

����
x=0

= c0
u
3
⌧

⌫2

Nu�

H
(16)

by approximating (i) @T/@x at x = 0 by its time average
d⇥/dx|x=0 ignoring the expected small fluctuations and
(ii) h@2

u/@x
2it at x = 0 by a dimensional estimate in

terms of u⌧ and ⌫. Substituting Eq. (16) into Eq. (15),
we obtain a second approximate relationship between Nu
and Re⌧ :

Nu ⇡


3c0
8�(4)(0)

�1/3
Pr1/3Re⌧ = CPr1/3Re⌧ (17)

Equation (17) is in agreement with the numeri-
cal result Nu ⇠ Pr1/3Re⌧ [17]. A relationship
Nu / [�(Pr)Pr]1/3Re⌧ , where �(Pr) is an undeter-
mined function of Pr, has been obtained for high
Pr by assuming that the eddy di↵usivity, defined by
�hu0

✓
0it/(@⇥/@x), can be approximated by a cubic func-

tion of x, �(Pr)u3
⌧x

3
/⌫

2, throughout the thermal bound-
ary layer [28] but this cubic-function approximation is
not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large

Ra when multiplied by the factors [f0/f(Pr)]1/3Pr
1/9 and

[f0/f(Pr)]1/3Pr
4/9, respectively. As shown in Fig. 5, an

excellent agreement of the DNS data with these theoret-
ical predictions is found.

FIG. 5. Dependence of Nu[f0/f(Pr)]
1/3Pr1/9 (top) and

Re⌧ [f0/f(Pr)]
1/3Pr4/9 (bottom) on Ra using the DNS

data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].
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Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
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theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109
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FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)
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• Integrating the mean thermal energy balance equation 
gives

• Evaluating the third-order derivative of both sides:

•  Make the closure approximation 
                        =                                         

         (                                                                             )
 to obtain the second relationship

9

3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa
�1 =

1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.

4

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.

⇠ at ⇠ = 0 thus yields

3H4

8⌫�
Nu�3

⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

= NuPr�1�(4)(0) (15)

where we have used dx/d⇠ = �T = H/(2Nu). Then we
make the estimate
⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

⇡ �c0
u
3
⌧

⌫2

d⇥

dx

����
x=0

= c0
u
3
⌧

⌫2

Nu�

H
(16)

by approximating (i) @T/@x at x = 0 by its time average
d⇥/dx|x=0 ignoring the expected small fluctuations and
(ii) h@2

u/@x
2it at x = 0 by a dimensional estimate in

terms of u⌧ and ⌫. Substituting Eq. (16) into Eq. (15),
we obtain a second approximate relationship between Nu
and Re⌧ :

Nu ⇡


3c0
8�(4)(0)

�1/3
Pr1/3Re⌧ = CPr1/3Re⌧ (17)

Equation (17) is in agreement with the numeri-
cal result Nu ⇠ Pr1/3Re⌧ [17]. A relationship
Nu / [�(Pr)Pr]1/3Re⌧ , where �(Pr) is an undeter-
mined function of Pr, has been obtained for high
Pr by assuming that the eddy di↵usivity, defined by
�hu0

✓
0it/(@⇥/@x), can be approximated by a cubic func-

tion of x, �(Pr)u3
⌧x

3
/⌫

2, throughout the thermal bound-
ary layer [28] but this cubic-function approximation is
not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large

Ra when multiplied by the factors [f0/f(Pr)]1/3Pr
1/9 and

[f0/f(Pr)]1/3Pr
4/9, respectively. As shown in Fig. 5, an

excellent agreement of the DNS data with these theoret-
ical predictions is found.

FIG. 5. Dependence of Nu[f0/f(Pr)]
1/3Pr1/9 (top) and

Re⌧ [f0/f(Pr)]
1/3Pr4/9 (bottom) on Ra using the DNS

data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].
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Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109
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FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)
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to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)
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• Integrating the mean thermal energy balance equation 
   gives

• Evaluating the third-order derivative of both sides:

•  Make the closure approximation 

    to obtain the second relationship
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3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa
�1 =

1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.

4

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.

⇠ at ⇠ = 0 thus yields

3H4

8⌫�
Nu�3

⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

= NuPr�1�(4)(0) (15)

where we have used dx/d⇠ = �T = H/(2Nu). Then we
make the estimate
⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

⇡ �c0
u
3
⌧

⌫2

d⇥

dx

����
x=0

= c0
u
3
⌧

⌫2

Nu�

H
(16)

by approximating (i) @T/@x at x = 0 by its time average
d⇥/dx|x=0 ignoring the expected small fluctuations and
(ii) h@2

u/@x
2it at x = 0 by a dimensional estimate in

terms of u⌧ and ⌫. Substituting Eq. (16) into Eq. (15),
we obtain a second approximate relationship between Nu
and Re⌧ :

Nu ⇡


3c0
8�(4)(0)

�1/3
Pr1/3Re⌧ = CPr1/3Re⌧ (17)

Equation (17) is in agreement with the numeri-
cal result Nu ⇠ Pr1/3Re⌧ [17]. A relationship
Nu / [�(Pr)Pr]1/3Re⌧ , where �(Pr) is an undeter-
mined function of Pr, has been obtained for high
Pr by assuming that the eddy di↵usivity, defined by
�hu0

✓
0it/(@⇥/@x), can be approximated by a cubic func-

tion of x, �(Pr)u3
⌧x

3
/⌫

2, throughout the thermal bound-
ary layer [28] but this cubic-function approximation is
not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large

Ra when multiplied by the factors [f0/f(Pr)]1/3Pr
1/9 and

[f0/f(Pr)]1/3Pr
4/9, respectively. As shown in Fig. 5, an

excellent agreement of the DNS data with these theoret-
ical predictions is found.

FIG. 5. Dependence of Nu[f0/f(Pr)]
1/3Pr1/9 (top) and

Re⌧ [f0/f(Pr)]
1/3Pr4/9 (bottom) on Ra using the DNS

data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].

• Integrating the mean thermal energy balance equation 
gives

• Evaluating the third-order derivative of both sides:

•  Make the closure approximation 
                        =                                         
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equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa
�1 =

1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d
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FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.

⇠ at ⇠ = 0 thus yields
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where we have used dx/d⇠ = �T = H/(2Nu). Then we
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by approximating (i) @T/@x at x = 0 by its time average
d⇥/dx|x=0 ignoring the expected small fluctuations and
(ii) h@2

u/@x
2it at x = 0 by a dimensional estimate in

terms of u⌧ and ⌫. Substituting Eq. (16) into Eq. (15),
we obtain a second approximate relationship between Nu
and Re⌧ :

Nu ⇡


3c0
8�(4)(0)

�1/3
Pr1/3Re⌧ = CPr1/3Re⌧ (17)

Equation (17) is in agreement with the numeri-
cal result Nu ⇠ Pr1/3Re⌧ [17]. A relationship
Nu / [�(Pr)Pr]1/3Re⌧ , where �(Pr) is an undeter-
mined function of Pr, has been obtained for high
Pr by assuming that the eddy di↵usivity, defined by
�hu0

✓
0it/(@⇥/@x), can be approximated by a cubic func-

tion of x, �(Pr)u3
⌧x

3
/⌫

2, throughout the thermal bound-
ary layer [28] but this cubic-function approximation is
not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large

Ra when multiplied by the factors [f0/f(Pr)]1/3Pr
1/9 and

[f0/f(Pr)]1/3Pr
4/9, respectively. As shown in Fig. 5, an

excellent agreement of the DNS data with these theoret-
ical predictions is found.

FIG. 5. Dependence of Nu[f0/f(Pr)]
1/3Pr1/9 (top) and

Re⌧ [f0/f(Pr)]
1/3Pr4/9 (bottom) on Ra using the DNS

data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].
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Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)

L022601-6

EMILY S. C. CHING

FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)

L022601-6

EMILY S. C. CHING

FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)

L022601-6

EMILY S. C. CHING

FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)

L022601-6

EMILY S. C. CHING

FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)

L022601-6

EMILY S. C. CHING

FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)

L022601-6

• Integrating the mean thermal energy balance equation 
gives

• Evaluating the third-order derivative of both sides:

•  Make the closure approximation 
                        =                                         

         (                                                                             )
 to obtain the second relationship

9

3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa�1 =
1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa

�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.

4

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.

⇠ at ⇠ = 0 thus yields

3H4

8⌫�
Nu�3

⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

= NuPr�1�(4)(0) (15)

where we have used dx/d⇠ = �T = H/(2Nu). Then we
make the estimate
⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

⇡ �c0
u
3
⌧

⌫2

d⇥

dx

����
x=0

= c0
u
3
⌧

⌫2

Nu�

H
(16)

by approximating (i) @T/@x at x = 0 by its time average
d⇥/dx|x=0 ignoring the expected small fluctuations and
(ii) h@2

u/@x
2it at x = 0 by a dimensional estimate in

terms of u⌧ and ⌫. Substituting Eq. (16) into Eq. (15),
we obtain a second approximate relationship between Nu
and Re⌧ :

Nu ⇡


3c0
8�(4)(0)

�1/3
Pr1/3Re⌧ = CPr1/3Re⌧ (17)

Equation (17) is in agreement with the numeri-
cal result Nu ⇠ Pr1/3Re⌧ [17]. A relationship
Nu / [�(Pr)Pr]1/3Re⌧ , where �(Pr) is an undeter-
mined function of Pr, has been obtained for high
Pr by assuming that the eddy di↵usivity, defined by
�hu0

✓
0it/(@⇥/@x), can be approximated by a cubic func-

tion of x, �(Pr)u3
⌧x

3
/⌫

2, throughout the thermal bound-
ary layer [28] but this cubic-function approximation is
not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large

Ra when multiplied by the factors [f0/f(Pr)]1/3Pr
1/9 and

[f0/f(Pr)]1/3Pr
4/9, respectively. As shown in Fig. 5, an

excellent agreement of the DNS data with these theoret-
ical predictions is found.

FIG. 5. Dependence of Nu[f0/f(Pr)]
1/3Pr1/9 (top) and

Re⌧ [f0/f(Pr)]
1/3Pr4/9 (bottom) on Ra using the DNS

data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].

Boundary layers in vertical convection at high Pr

0 100

102

101

102109107

Ra

Pr = 1
Pr = 10
Pr = 100

Pr = 2
Pr = 5

Nu
 ×

 R
a–1

/3
Nu ~ Ra–1/3

Nu ~ Re τ
Pr1/3

Reτ

103

Nu
 ×

 P
r–1

/3

0.08(a) (b)

0.06

0.04

0.02

Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109
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FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)
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same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)
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• Integrating the mean thermal energy balance equation 
gives

• Evaluating the third-order derivative of both sides:

•  Make the closure approximation 
                        =                                         

         (                                                                             )
 to obtain the second relationship

9

3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa�1 =
1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa

�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.

4

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.

⇠ at ⇠ = 0 thus yields

3H4

8⌫�
Nu�3

⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

= NuPr�1�(4)(0) (15)

where we have used dx/d⇠ = �T = H/(2Nu). Then we
make the estimate
⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

⇡ �c0
u
3
⌧

⌫2

d⇥

dx

����
x=0

= c0
u
3
⌧

⌫2

Nu�

H
(16)

by approximating (i) @T/@x at x = 0 by its time average
d⇥/dx|x=0 ignoring the expected small fluctuations and
(ii) h@2

u/@x
2it at x = 0 by a dimensional estimate in

terms of u⌧ and ⌫. Substituting Eq. (16) into Eq. (15),
we obtain a second approximate relationship between Nu
and Re⌧ :

Nu ⇡


3c0
8�(4)(0)

�1/3
Pr1/3Re⌧ = CPr1/3Re⌧ (17)

Equation (17) is in agreement with the numeri-
cal result Nu ⇠ Pr1/3Re⌧ [17]. A relationship
Nu / [�(Pr)Pr]1/3Re⌧ , where �(Pr) is an undeter-
mined function of Pr, has been obtained for high
Pr by assuming that the eddy di↵usivity, defined by
�hu0

✓
0it/(@⇥/@x), can be approximated by a cubic func-

tion of x, �(Pr)u3
⌧x

3
/⌫

2, throughout the thermal bound-
ary layer [28] but this cubic-function approximation is
not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large

Ra when multiplied by the factors [f0/f(Pr)]1/3Pr
1/9 and

[f0/f(Pr)]1/3Pr
4/9, respectively. As shown in Fig. 5, an

excellent agreement of the DNS data with these theoret-
ical predictions is found.

FIG. 5. Dependence of Nu[f0/f(Pr)]
1/3Pr1/9 (top) and

Re⌧ [f0/f(Pr)]
1/3Pr4/9 (bottom) on Ra using the DNS

data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].
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Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)
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same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.
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same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
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dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ
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τ x3/ν2, throughout the
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• Integrating the mean thermal energy balance equation 
gives

• Evaluating the third-order derivative of both sides:

•  Make the closure approximation 
                        =                                         

         (                                                                             )
 to obtain the second relationship

9

3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa
�1 =

1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.

4

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.

⇠ at ⇠ = 0 thus yields

3H4

8⌫�
Nu�3

⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

= NuPr�1�(4)(0) (15)

where we have used dx/d⇠ = �T = H/(2Nu). Then we
make the estimate
⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

⇡ �c0
u
3
⌧

⌫2

d⇥

dx

����
x=0

= c0
u
3
⌧

⌫2

Nu�

H
(16)

by approximating (i) @T/@x at x = 0 by its time average
d⇥/dx|x=0 ignoring the expected small fluctuations and
(ii) h@2

u/@x
2it at x = 0 by a dimensional estimate in

terms of u⌧ and ⌫. Substituting Eq. (16) into Eq. (15),
we obtain a second approximate relationship between Nu
and Re⌧ :

Nu ⇡


3c0
8�(4)(0)

�1/3
Pr1/3Re⌧ = CPr1/3Re⌧ (17)

Equation (17) is in agreement with the numeri-
cal result Nu ⇠ Pr1/3Re⌧ [17]. A relationship
Nu / [�(Pr)Pr]1/3Re⌧ , where �(Pr) is an undeter-
mined function of Pr, has been obtained for high
Pr by assuming that the eddy di↵usivity, defined by
�hu0

✓
0it/(@⇥/@x), can be approximated by a cubic func-

tion of x, �(Pr)u3
⌧x

3
/⌫

2, throughout the thermal bound-
ary layer [28] but this cubic-function approximation is
not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large

Ra when multiplied by the factors [f0/f(Pr)]1/3Pr
1/9 and

[f0/f(Pr)]1/3Pr
4/9, respectively. As shown in Fig. 5, an

excellent agreement of the DNS data with these theoret-
ical predictions is found.

FIG. 5. Dependence of Nu[f0/f(Pr)]
1/3Pr1/9 (top) and

Re⌧ [f0/f(Pr)]
1/3Pr4/9 (bottom) on Ra using the DNS

data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].
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Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)
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• Integrating the mean thermal energy balance equation 
   gives

• Evaluating the third-order derivative of both sides:

•  Make the closure approximation 

    to obtain the second relationship
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3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa
�1 =

1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.

4

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.

⇠ at ⇠ = 0 thus yields

3H4

8⌫�
Nu�3

⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

= NuPr�1�(4)(0) (15)
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by approximating (i) @T/@x at x = 0 by its time average
d⇥/dx|x=0 ignoring the expected small fluctuations and
(ii) h@2

u/@x
2it at x = 0 by a dimensional estimate in

terms of u⌧ and ⌫. Substituting Eq. (16) into Eq. (15),
we obtain a second approximate relationship between Nu
and Re⌧ :

Nu ⇡


3c0
8�(4)(0)

�1/3
Pr1/3Re⌧ = CPr1/3Re⌧ (17)

Equation (17) is in agreement with the numeri-
cal result Nu ⇠ Pr1/3Re⌧ [17]. A relationship
Nu / [�(Pr)Pr]1/3Re⌧ , where �(Pr) is an undeter-
mined function of Pr, has been obtained for high
Pr by assuming that the eddy di↵usivity, defined by
�hu0

✓
0it/(@⇥/@x), can be approximated by a cubic func-

tion of x, �(Pr)u3
⌧x

3
/⌫

2, throughout the thermal bound-
ary layer [28] but this cubic-function approximation is
not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large

Ra when multiplied by the factors [f0/f(Pr)]1/3Pr
1/9 and

[f0/f(Pr)]1/3Pr
4/9, respectively. As shown in Fig. 5, an

excellent agreement of the DNS data with these theoret-
ical predictions is found.

FIG. 5. Dependence of Nu[f0/f(Pr)]
1/3Pr1/9 (top) and

Re⌧ [f0/f(Pr)]
1/3Pr4/9 (bottom) on Ra using the DNS

data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].

• Integrating the mean thermal energy balance equation 
gives

• Evaluating the third-order derivative of both sides:

•  Make the closure approximation 
                        =                                         

         (                                                                             )
 to obtain the second relationship

9

3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa
�1 =

1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as
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FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.
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not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large
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data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].
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Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)
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FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
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found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)
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inset on the right shows f (Pr)/ f0 vs Pr.
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• Integrating the mean thermal energy balance equation 
gives

• Evaluating the third-order derivative of both sides:

•  Make the closure approximation 
                        =                                         

         (                                                                             )
 to obtain the second relationship

9

3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa�1 =
1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.

4

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.

⇠ at ⇠ = 0 thus yields

3H4

8⌫�
Nu�3

⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

= NuPr�1�(4)(0) (15)

where we have used dx/d⇠ = �T = H/(2Nu). Then we
make the estimate
⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

⇡ �c0
u
3
⌧

⌫2

d⇥

dx

����
x=0

= c0
u
3
⌧

⌫2

Nu�

H
(16)

by approximating (i) @T/@x at x = 0 by its time average
d⇥/dx|x=0 ignoring the expected small fluctuations and
(ii) h@2

u/@x
2it at x = 0 by a dimensional estimate in

terms of u⌧ and ⌫. Substituting Eq. (16) into Eq. (15),
we obtain a second approximate relationship between Nu
and Re⌧ :

Nu ⇡


3c0
8�(4)(0)

�1/3
Pr1/3Re⌧ = CPr1/3Re⌧ (17)

Equation (17) is in agreement with the numeri-
cal result Nu ⇠ Pr1/3Re⌧ [17]. A relationship
Nu / [�(Pr)Pr]1/3Re⌧ , where �(Pr) is an undeter-
mined function of Pr, has been obtained for high
Pr by assuming that the eddy di↵usivity, defined by
�hu0

✓
0it/(@⇥/@x), can be approximated by a cubic func-

tion of x, �(Pr)u3
⌧x

3
/⌫

2, throughout the thermal bound-
ary layer [28] but this cubic-function approximation is
not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large

Ra when multiplied by the factors [f0/f(Pr)]1/3Pr
1/9 and

[f0/f(Pr)]1/3Pr
4/9, respectively. As shown in Fig. 5, an

excellent agreement of the DNS data with these theoret-
ical predictions is found.

FIG. 5. Dependence of Nu[f0/f(Pr)]
1/3Pr1/9 (top) and

Re⌧ [f0/f(Pr)]
1/3Pr4/9 (bottom) on Ra using the DNS

data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].
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Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)
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• Integrating the mean thermal energy balance equation 
gives

• Evaluating the third-order derivative of both sides:

•  Make the closure approximation 
                        =                                         

         (                                                                             )
 to obtain the second relationship

9

3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa
�1 =

1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.

4

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.

⇠ at ⇠ = 0 thus yields
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where we have used dx/d⇠ = �T = H/(2Nu). Then we
make the estimate
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dx
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by approximating (i) @T/@x at x = 0 by its time average
d⇥/dx|x=0 ignoring the expected small fluctuations and
(ii) h@2

u/@x
2it at x = 0 by a dimensional estimate in

terms of u⌧ and ⌫. Substituting Eq. (16) into Eq. (15),
we obtain a second approximate relationship between Nu
and Re⌧ :

Nu ⇡


3c0
8�(4)(0)

�1/3
Pr1/3Re⌧ = CPr1/3Re⌧ (17)

Equation (17) is in agreement with the numeri-
cal result Nu ⇠ Pr1/3Re⌧ [17]. A relationship
Nu / [�(Pr)Pr]1/3Re⌧ , where �(Pr) is an undeter-
mined function of Pr, has been obtained for high
Pr by assuming that the eddy di↵usivity, defined by
�hu0

✓
0it/(@⇥/@x), can be approximated by a cubic func-

tion of x, �(Pr)u3
⌧x

3
/⌫

2, throughout the thermal bound-
ary layer [28] but this cubic-function approximation is
not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large

Ra when multiplied by the factors [f0/f(Pr)]1/3Pr
1/9 and

[f0/f(Pr)]1/3Pr
4/9, respectively. As shown in Fig. 5, an

excellent agreement of the DNS data with these theoret-
ical predictions is found.

FIG. 5. Dependence of Nu[f0/f(Pr)]
1/3Pr1/9 (top) and

Re⌧ [f0/f(Pr)]
1/3Pr4/9 (bottom) on Ra using the DNS

data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].
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Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109
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FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)
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d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)
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FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.
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mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)
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• Integrating the mean thermal energy balance equation 
gives

• Evaluating the third-order derivative of both sides:

•  Make the closure approximation 
                        =                                         

         (                                                                             )
 to obtain the second relationship

9

3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa
�1 =

1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa

�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.

4

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.

⇠ at ⇠ = 0 thus yields

3H4

8⌫�
Nu�3

⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

= NuPr�1�(4)(0) (15)

where we have used dx/d⇠ = �T = H/(2Nu). Then we
make the estimate
⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

⇡ �c0
u
3
⌧

⌫2

d⇥

dx

����
x=0

= c0
u
3
⌧

⌫2

Nu�

H
(16)

by approximating (i) @T/@x at x = 0 by its time average
d⇥/dx|x=0 ignoring the expected small fluctuations and
(ii) h@2

u/@x
2it at x = 0 by a dimensional estimate in

terms of u⌧ and ⌫. Substituting Eq. (16) into Eq. (15),
we obtain a second approximate relationship between Nu
and Re⌧ :

Nu ⇡


3c0
8�(4)(0)

�1/3
Pr1/3Re⌧ = CPr1/3Re⌧ (17)

Equation (17) is in agreement with the numeri-
cal result Nu ⇠ Pr1/3Re⌧ [17]. A relationship
Nu / [�(Pr)Pr]1/3Re⌧ , where �(Pr) is an undeter-
mined function of Pr, has been obtained for high
Pr by assuming that the eddy di↵usivity, defined by
�hu0

✓
0it/(@⇥/@x), can be approximated by a cubic func-

tion of x, �(Pr)u3
⌧x

3
/⌫

2, throughout the thermal bound-
ary layer [28] but this cubic-function approximation is
not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large

Ra when multiplied by the factors [f0/f(Pr)]1/3Pr
1/9 and

[f0/f(Pr)]1/3Pr
4/9, respectively. As shown in Fig. 5, an

excellent agreement of the DNS data with these theoret-
ical predictions is found.

FIG. 5. Dependence of Nu[f0/f(Pr)]
1/3Pr1/9 (top) and

Re⌧ [f0/f(Pr)]
1/3Pr4/9 (bottom) on Ra using the DNS

data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].
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Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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Figure 3. Nusselt number against (a) Rayleigh number (compensated by Ra1/3), and (b) against shear
Reynolds number (compensated by Pr1/3).

Yaglom (1972), we are motivated to compare with passive scalar transport in other
turbulent flows. A recently proposed a scaling theory for passive scalar transport in plane
Couette flow suggests that Nu ∼ Re6/7

τ Pr1/2 (Yerragolam, Stevens, Verzicco, Lohse &
Shishkina, personal communication). This somewhat contrasts with the Pr1/3 collapse
observed in figure 3(b), although the higher Reτ values of our data do exhibit a local
scaling exponent less than one and close to 6/7.

We note that the Reynolds number scaling in table 2 is close to that reported by Lam
et al. (2002) from experiments of RBC with a range of large Prandtl numbers. Lam et al.
(2002) suggested that their results were consistent with the theoretical scaling relation
Re ∼ Ra4/9Pr−2/3 proposed for the regime (IVu) associated with Nu ∼ Ra1/3 in the ‘GL
theory’ of Grossmann & Lohse (2000, 2001), although Lam et al. (2002) acknowledge that
this measured effective Pr exponent shows a relatively large deviation from the theory.
Furthermore, these deviations varied depending on the definition of the Reynolds number
inferred from their experiments. We note that the Re ∼ Ra4/9Pr−2/3 scaling can also be
derived from dimensional analysis by assuming that the vertical velocity Vmax is solely
determined by the buoyancy flux per unit area Φ = gαqT and the plate separation H (as in
the ‘outer’ scaling of George & Capp 1979), and also assuming the Malkus (1954) scaling
Nu ∼ Ra1/3. As seen from table 2, this Re scaling does not perfectly capture the observed
data, and we cannot rule out the effect of multiple regimes on the effective scaling
exponent, as in the GL theory for RBC. More work is needed to provide a theoretical
understanding for these results.

As highlighted by McConnochie & Kerr (2017), the scaling relation Nu ∼ Ra1/3f (Pr)
implies a dimensional form for the heat flux that scales as FT ∼ ∆T4/3 for fixed fluid
properties. The heat flux is therefore independent of the bulk velocity Vmax, making the
shear-based model of (2.5) an inappropriate parameterisation for this regime. Indeed, as
shown in figure 4, we observe significant variation in the drag coefficient CD with both
Ra and Pr. In all cases we find a value much larger than the high-Re limit of CD = 2.5 ×
10−3, as used by Holland & Jenkins (1999). However, the scaling observed for the transfer
coefficient CT ≈ 0.1Pr−2/3 is consistent with the values used for parameterising heat and
salt fluxes in that work and subsequent melting studies. Using the definition from e.g.
(2.6a,b), we can express this result in terms of the Nusselt number as Nu ∼ Reτ Pr1/3 or
with dimensional quantities as qT ∼ Pr−2/3V∗∆.

It may be tempting to associate the scaling Nu ∼ Reτ Pr1/3 with the appearance of
turbulent boundary layers in the sense of Prandtl and von Kàrmàn, where log-law profiles
appear in the mean velocity and temperature profiles. However, this is not the case for our
simulations. In figure 5 we plot these mean profiles from the simulations at Ra = 108, 109

with a logarithmic x-axis. From figure 5(a), it is clear that log layers are absent from the
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FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives

3H4

8ν&
Nu−3

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)
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τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
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dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ
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mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
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τ x3/ν2, throughout the
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region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain
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FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.
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by approximating (i) @T/@x at x = 0 by its time average
d⇥/dx|x=0 ignoring the expected small fluctuations and
(ii) h@2

u/@x
2it at x = 0 by a dimensional estimate in

terms of u⌧ and ⌫. Substituting Eq. (16) into Eq. (15),
we obtain a second approximate relationship between Nu
and Re⌧ :
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Equation (17) is in agreement with the numeri-
cal result Nu ⇠ Pr1/3Re⌧ [17]. A relationship
Nu / [�(Pr)Pr]1/3Re⌧ , where �(Pr) is an undeter-
mined function of Pr, has been obtained for high
Pr by assuming that the eddy di↵usivity, defined by
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0it/(@⇥/@x), can be approximated by a cubic func-
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2, throughout the thermal bound-
ary layer [28] but this cubic-function approximation is
not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large

Ra when multiplied by the factors [f0/f(Pr)]1/3Pr
1/9 and

[f0/f(Pr)]1/3Pr
4/9, respectively. As shown in Fig. 5, an

excellent agreement of the DNS data with these theoret-
ical predictions is found.

FIG. 5. Dependence of Nu[f0/f(Pr)]
1/3Pr1/9 (top) and

Re⌧ [f0/f(Pr)]
1/3Pr4/9 (bottom) on Ra using the DNS

data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].
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mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)
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C.J. Howland, C.S. Ng, R. Verzicco and D. Lohse

Response parameters Two parameter regression Shishkina (2016) GL IVu

Nusselt number Nu Ra0.321±0.006Pr−0.083±0.010 Ra1/4 Ra1/3

Reynolds number Re Ra0.489±0.007Pr−0.738±0.010 Ra1/2Pr−1 Ra4/9Pr−2/3

Shear Reynolds number Reτ Ra0.362±0.002Pr−0.446±0.003 Ra3/8Pr−1/2 Ra1/3Pr−1/2

Drag coefficient CD Ra−0.253±0.010Pr0.584±0.015 Ra−1/4Pr Ra−2/9Pr1/3

Transfer coefficient CT Ra−0.041±0.006Pr−0.637±0.009 Ra−1/8Pr−1/2 Pr−1/2

Table 2. Observed effective scalings laws for various dimensionless response parameters. Only simulations
with Re > 150 are included in the linear regression. The uncertainty shown is the standard deviation of the
estimated slopes, as described in the text of § 4. Theoretical scaling relations for laminar VC and turbulent
RBC from Shishkina (2016) for VC and Grossmann & Lohse (2000) for RBC in the so-called IVu are provided
for comparison. Reτ is calculated for these scaling relations using the similarity variable of Shishkina (2016)
and using the Blasius drag law CD ∼ Re−1/2 for the GL theory.

4. Heat flux and Reynolds number parameterisation
In table 2 we report the observed Ra- and Pr-dependence of the response parameters from
(2.4a–c) and (2.6a,b) in our simulations. An effective power-law dependence is assumed
and two-parameter linear regression is used to obtain the effective scaling exponents.
Precisely, we compute b = X−1y, where b = (b1, b2, b3)

T and

xi1 = log Rai, xi2 = log Pri, xi3 = 1, yi = log Ri, i = 1, . . . , n (4.1a–d)

are constructed from the n simulations for each response parameter R, giving a linear fit
R = Rab1Prb210b3 . We calculate the uncertainty of the power-law exponents b1 and b2
through the variance matrix of b given by V = σ 2(XTX)−1, where σ 2 is the variance of
y − Xb. The standard deviations of the slopes, given by

√
v11 and

√
v22 are presented in

table 2.
The Nusselt number is consistent with the theoretical scaling relation Nu ∼ Ra1/3f (Pr)

that arises when the heat flux is assumed to be independent of the plate separation (Malkus
1954). Ng et al. (2017) suggested that for Pr ≈ 1, a regime transition to a shear-dominated
boundary layer is underway at Ra = 109, but following Grossmann & Lohse (2000), this
transitional Ra can be expected to increase with Pr, as the smaller Reynolds number
stabilises the flow. Our results contrast with the effective scaling laws for laminar VC
derived by Shishkina (2016), where Nu ∼ Ra1/4 and Re ∼ Ra1/2Pr−1 for Pr % 1. This
difference is to be expected since our set-up is far from the laminar state for which the
scaling laws have been observed to hold (e.g. Wang et al. 2021).

In figure 3 we plot Nu against both Ra and the shear Reynolds number Reτ . Figure 3(a)
highlights the weak dependence of Nu on Pr, with higher Pr typically reducing Nu for a
fixed value of Ra. Note that a simple, single power-law fit is unlikely to adequately describe
the heat transfer outside of the currently accessible parameter range. Even within the data
presented here, the Pr = 1 cases appear to trend downwards relative to the Ra1/3 line on
figure 3(a) at higher values of Ra. This observation is consistent with Ng et al. (2017), who
attribute the decrease to a lower heat flux contribution from regions of weak shear. Later
in this section, and in Appendix A, we shall discuss at which parameter values we may
expect a transition to shear-driven turbulent boundary layers and how this would affect the
scaling of the Nusselt number.

Against Reτ in figure 3(b), we obtain a reasonable collapse for Nu by scaling with
Pr1/3 and observe a scaling close to Nu ∼ Reτ Pr1/3. Since this is consistent with the
high Pr limit of passive heat transport in turbulent boundary layers from Kader &
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• x0 has a weak dependence on Ra for each Pr

•

• These results suggest that 
((Ra, Pr) → f(Pr)   in the high-Ra limit

3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa�1 =
1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.
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land et al. [16] and study their Ra- and Pr-dependence.
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Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as
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Because of the boundary conditions, hu0
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instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
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Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
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single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.
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shows f(Pr)/f0 versus Pr.
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Heat flux and wall shear stress

Using
evaluate f(Pr)/f0, where f0≡f(Pr=10)

27

                                                        high-Ra limit
                                                 
• Denote f0 ≡ f(Pr=10) and estimate f(Pr)/ f0 using the DNS data 

      Excellent agreement with DNS data for Pr≥1
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FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.

⇠ at ⇠ = 0 thus yields

3H4

8⌫�
Nu�3

⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

= NuPr�1�(4)(0) (15)

where we have used dx/d⇠ = �T = H/(2Nu). Then we
make the estimate
⌧
@
2
u

@x2

@T

@x

�

t

����
x=0

⇡ �c0
u
3
⌧

⌫2

d⇥

dx

����
x=0

= c0
u
3
⌧

⌫2

Nu�

H
(16)

by approximating (i) @T/@x at x = 0 by its time average
d⇥/dx|x=0 ignoring the expected small fluctuations and
(ii) h@2

u/@x
2it at x = 0 by a dimensional estimate in

terms of u⌧ and ⌫. Substituting Eq. (16) into Eq. (15),
we obtain a second approximate relationship between Nu
and Re⌧ :
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Equation (17) is in agreement with the numeri-
cal result Nu ⇠ Pr1/3Re⌧ [17]. A relationship
Nu / [�(Pr)Pr]1/3Re⌧ , where �(Pr) is an undeter-
mined function of Pr, has been obtained for high
Pr by assuming that the eddy di↵usivity, defined by
�hu0
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0it/(@⇥/@x), can be approximated by a cubic func-

tion of x, �(Pr)u3
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2, throughout the thermal bound-
ary layer [28] but this cubic-function approximation is
not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large

Ra when multiplied by the factors [f0/f(Pr)]1/3Pr
1/9 and

[f0/f(Pr)]1/3Pr
4/9, respectively. As shown in Fig. 5, an

excellent agreement of the DNS data with these theoret-
ical predictions is found.

FIG. 5. Dependence of Nu[f0/f(Pr)]
1/3Pr1/9 (top) and

Re⌧ [f0/f(Pr)]
1/3Pr4/9 (bottom) on Ra using the DNS

data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].
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Ra≥ 5x107

fitted values of a give 
f0=0.19 and C=0.043
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FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.
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FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives
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= NuPr−1'(4)(0). (16)

Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain
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We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)

L022601-6

C.J. Howland, C.S. Ng, R. Verzicco and D. Lohse

Response parameters Two parameter regression Shishkina (2016) GL IVu

Nusselt number Nu Ra0.321±0.006Pr−0.083±0.010 Ra1/4 Ra1/3

Reynolds number Re Ra0.489±0.007Pr−0.738±0.010 Ra1/2Pr−1 Ra4/9Pr−2/3

Shear Reynolds number Reτ Ra0.362±0.002Pr−0.446±0.003 Ra3/8Pr−1/2 Ra1/3Pr−1/2

Drag coefficient CD Ra−0.253±0.010Pr0.584±0.015 Ra−1/4Pr Ra−2/9Pr1/3

Transfer coefficient CT Ra−0.041±0.006Pr−0.637±0.009 Ra−1/8Pr−1/2 Pr−1/2

Table 2. Observed effective scalings laws for various dimensionless response parameters. Only simulations
with Re > 150 are included in the linear regression. The uncertainty shown is the standard deviation of the
estimated slopes, as described in the text of § 4. Theoretical scaling relations for laminar VC and turbulent
RBC from Shishkina (2016) for VC and Grossmann & Lohse (2000) for RBC in the so-called IVu are provided
for comparison. Reτ is calculated for these scaling relations using the similarity variable of Shishkina (2016)
and using the Blasius drag law CD ∼ Re−1/2 for the GL theory.

4. Heat flux and Reynolds number parameterisation
In table 2 we report the observed Ra- and Pr-dependence of the response parameters from
(2.4a–c) and (2.6a,b) in our simulations. An effective power-law dependence is assumed
and two-parameter linear regression is used to obtain the effective scaling exponents.
Precisely, we compute b = X−1y, where b = (b1, b2, b3)

T and

xi1 = log Rai, xi2 = log Pri, xi3 = 1, yi = log Ri, i = 1, . . . , n (4.1a–d)

are constructed from the n simulations for each response parameter R, giving a linear fit
R = Rab1Prb210b3 . We calculate the uncertainty of the power-law exponents b1 and b2
through the variance matrix of b given by V = σ 2(XTX)−1, where σ 2 is the variance of
y − Xb. The standard deviations of the slopes, given by

√
v11 and

√
v22 are presented in

table 2.
The Nusselt number is consistent with the theoretical scaling relation Nu ∼ Ra1/3f (Pr)

that arises when the heat flux is assumed to be independent of the plate separation (Malkus
1954). Ng et al. (2017) suggested that for Pr ≈ 1, a regime transition to a shear-dominated
boundary layer is underway at Ra = 109, but following Grossmann & Lohse (2000), this
transitional Ra can be expected to increase with Pr, as the smaller Reynolds number
stabilises the flow. Our results contrast with the effective scaling laws for laminar VC
derived by Shishkina (2016), where Nu ∼ Ra1/4 and Re ∼ Ra1/2Pr−1 for Pr % 1. This
difference is to be expected since our set-up is far from the laminar state for which the
scaling laws have been observed to hold (e.g. Wang et al. 2021).

In figure 3 we plot Nu against both Ra and the shear Reynolds number Reτ . Figure 3(a)
highlights the weak dependence of Nu on Pr, with higher Pr typically reducing Nu for a
fixed value of Ra. Note that a simple, single power-law fit is unlikely to adequately describe
the heat transfer outside of the currently accessible parameter range. Even within the data
presented here, the Pr = 1 cases appear to trend downwards relative to the Ra1/3 line on
figure 3(a) at higher values of Ra. This observation is consistent with Ng et al. (2017), who
attribute the decrease to a lower heat flux contribution from regions of weak shear. Later
in this section, and in Appendix A, we shall discuss at which parameter values we may
expect a transition to shear-driven turbulent boundary layers and how this would affect the
scaling of the Nusselt number.

Against Reτ in figure 3(b), we obtain a reasonable collapse for Nu by scaling with
Pr1/3 and observe a scaling close to Nu ∼ Reτ Pr1/3. Since this is consistent with the
high Pr limit of passive heat transport in turbulent boundary layers from Kader &
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• x0 has a weak dependence on Ra for each Pr

•

• These results suggest that 
((Ra, Pr) → f(Pr)   in the high-Ra limit

3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa
�1 =

1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.
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We evaluate �(⇠) and ⇠0 using the DNS data from How-
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functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
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FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.
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by approximating (i) @T/@x at x = 0 by its time average
d⇥/dx|x=0 ignoring the expected small fluctuations and
(ii) h@2

u/@x
2it at x = 0 by a dimensional estimate in

terms of u⌧ and ⌫. Substituting Eq. (16) into Eq. (15),
we obtain a second approximate relationship between Nu
and Re⌧ :
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Equation (17) is in agreement with the numeri-
cal result Nu ⇠ Pr1/3Re⌧ [17]. A relationship
Nu / [�(Pr)Pr]1/3Re⌧ , where �(Pr) is an undeter-
mined function of Pr, has been obtained for high
Pr by assuming that the eddy di↵usivity, defined by
�hu0
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0it/(@⇥/@x), can be approximated by a cubic func-

tion of x, �(Pr)u3
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2, throughout the thermal bound-
ary layer [28] but this cubic-function approximation is
not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large

Ra when multiplied by the factors [f0/f(Pr)]1/3Pr
1/9 and

[f0/f(Pr)]1/3Pr
4/9, respectively. As shown in Fig. 5, an

excellent agreement of the DNS data with these theoret-
ical predictions is found.

FIG. 5. Dependence of Nu[f0/f(Pr)]
1/3Pr1/9 (top) and

Re⌧ [f0/f(Pr)]
1/3Pr4/9 (bottom) on Ra using the DNS

data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].
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FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.
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FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
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Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
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to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain

〈
∂2u′

∂x2

∂θ ′

∂x

〉

t

∣∣∣∣
x=0

≈ c0
uτ

l2
c

Nu&

H
. (17)

We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)
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C.J. Howland, C.S. Ng, R. Verzicco and D. Lohse

Response parameters Two parameter regression Shishkina (2016) GL IVu

Nusselt number Nu Ra0.321±0.006Pr−0.083±0.010 Ra1/4 Ra1/3

Reynolds number Re Ra0.489±0.007Pr−0.738±0.010 Ra1/2Pr−1 Ra4/9Pr−2/3

Shear Reynolds number Reτ Ra0.362±0.002Pr−0.446±0.003 Ra3/8Pr−1/2 Ra1/3Pr−1/2

Drag coefficient CD Ra−0.253±0.010Pr0.584±0.015 Ra−1/4Pr Ra−2/9Pr1/3

Transfer coefficient CT Ra−0.041±0.006Pr−0.637±0.009 Ra−1/8Pr−1/2 Pr−1/2

Table 2. Observed effective scalings laws for various dimensionless response parameters. Only simulations
with Re > 150 are included in the linear regression. The uncertainty shown is the standard deviation of the
estimated slopes, as described in the text of § 4. Theoretical scaling relations for laminar VC and turbulent
RBC from Shishkina (2016) for VC and Grossmann & Lohse (2000) for RBC in the so-called IVu are provided
for comparison. Reτ is calculated for these scaling relations using the similarity variable of Shishkina (2016)
and using the Blasius drag law CD ∼ Re−1/2 for the GL theory.

4. Heat flux and Reynolds number parameterisation
In table 2 we report the observed Ra- and Pr-dependence of the response parameters from
(2.4a–c) and (2.6a,b) in our simulations. An effective power-law dependence is assumed
and two-parameter linear regression is used to obtain the effective scaling exponents.
Precisely, we compute b = X−1y, where b = (b1, b2, b3)

T and

xi1 = log Rai, xi2 = log Pri, xi3 = 1, yi = log Ri, i = 1, . . . , n (4.1a–d)

are constructed from the n simulations for each response parameter R, giving a linear fit
R = Rab1Prb210b3 . We calculate the uncertainty of the power-law exponents b1 and b2
through the variance matrix of b given by V = σ 2(XTX)−1, where σ 2 is the variance of
y − Xb. The standard deviations of the slopes, given by

√
v11 and

√
v22 are presented in

table 2.
The Nusselt number is consistent with the theoretical scaling relation Nu ∼ Ra1/3f (Pr)

that arises when the heat flux is assumed to be independent of the plate separation (Malkus
1954). Ng et al. (2017) suggested that for Pr ≈ 1, a regime transition to a shear-dominated
boundary layer is underway at Ra = 109, but following Grossmann & Lohse (2000), this
transitional Ra can be expected to increase with Pr, as the smaller Reynolds number
stabilises the flow. Our results contrast with the effective scaling laws for laminar VC
derived by Shishkina (2016), where Nu ∼ Ra1/4 and Re ∼ Ra1/2Pr−1 for Pr % 1. This
difference is to be expected since our set-up is far from the laminar state for which the
scaling laws have been observed to hold (e.g. Wang et al. 2021).

In figure 3 we plot Nu against both Ra and the shear Reynolds number Reτ . Figure 3(a)
highlights the weak dependence of Nu on Pr, with higher Pr typically reducing Nu for a
fixed value of Ra. Note that a simple, single power-law fit is unlikely to adequately describe
the heat transfer outside of the currently accessible parameter range. Even within the data
presented here, the Pr = 1 cases appear to trend downwards relative to the Ra1/3 line on
figure 3(a) at higher values of Ra. This observation is consistent with Ng et al. (2017), who
attribute the decrease to a lower heat flux contribution from regions of weak shear. Later
in this section, and in Appendix A, we shall discuss at which parameter values we may
expect a transition to shear-driven turbulent boundary layers and how this would affect the
scaling of the Nusselt number.

Against Reτ in figure 3(b), we obtain a reasonable collapse for Nu by scaling with
Pr1/3 and observe a scaling close to Nu ∼ Reτ Pr1/3. Since this is consistent with the
high Pr limit of passive heat transport in turbulent boundary layers from Kader &
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• x0 has a weak dependence on Ra for each Pr

•

• These results suggest that 
((Ra, Pr) → f(Pr)   in the high-Ra limit

3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa
�1 =

1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.
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As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.
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These results suggest that I(Ra,Pr) ! f(Pr) in the high-
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does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.
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                                                        high-Ra limit
                                                 
• Denote f0 ≡ f(Pr=10) and estimate f(Pr)/ f0 using the DNS data 

      Excellent agreement with DNS data for Pr≥1
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FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.

⇠ at ⇠ = 0 thus yields

3H4

8⌫�
Nu�3

⌧
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2
u

@x2
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�

t

����
x=0

= NuPr�1�(4)(0) (15)
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by approximating (i) @T/@x at x = 0 by its time average
d⇥/dx|x=0 ignoring the expected small fluctuations and
(ii) h@2

u/@x
2it at x = 0 by a dimensional estimate in

terms of u⌧ and ⌫. Substituting Eq. (16) into Eq. (15),
we obtain a second approximate relationship between Nu
and Re⌧ :

Nu ⇡
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Pr1/3Re⌧ = CPr1/3Re⌧ (17)

Equation (17) is in agreement with the numeri-
cal result Nu ⇠ Pr1/3Re⌧ [17]. A relationship
Nu / [�(Pr)Pr]1/3Re⌧ , where �(Pr) is an undeter-
mined function of Pr, has been obtained for high
Pr by assuming that the eddy di↵usivity, defined by
�hu0
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0it/(@⇥/@x), can be approximated by a cubic func-

tion of x, �(Pr)u3
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3
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2, throughout the thermal bound-
ary layer [28] but this cubic-function approximation is
not supported by the DNS data [17].

Solving Eqs. (13) and (17), we obtain the dependence
of Nu and Re⌧ on Ra and Pr in the high-Ra limit:

Nu ⇡ [C2
f(Pr)]1/3Pr�1/9Ra1/3 (18)

Re⌧ ⇡ [f(Pr)/C]1/3Pr�4/9Ra1/3 (19)

These theoretical results imply that data points of Nu
and Re⌧ taken at di↵erent values of Pr can be col-
lapsed into single curves of Ra1/3-dependence for large

Ra when multiplied by the factors [f0/f(Pr)]1/3Pr
1/9 and

[f0/f(Pr)]1/3Pr
4/9, respectively. As shown in Fig. 5, an

excellent agreement of the DNS data with these theoret-
ical predictions is found.

FIG. 5. Dependence of Nu[f0/f(Pr)]
1/3Pr1/9 (top) and

Re⌧ [f0/f(Pr)]
1/3Pr4/9 (bottom) on Ra using the DNS

data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as in
Fig. 3. The dashed lines are the best fits of the theoretical
prediction y / x1/3 for data points taken at Ra � 5⇥107 and
the fitted values of the proportionality constants in the two
fits give f0 = 0.19 and C = 0.043.

In summary, we have answered the longstanding ques-
tion of how heat flux depends on the control parameters
for large aspect-ratio turbulent vertical convection. Our
theoretical analysis of the mean momentum balance and
mean thermal energy balance equations yields two rela-
tionships between heat flux and wall shear stress, mea-
sured by Nu and Re⌧ , respectively. Using these rela-
tionships, we have obtained the dependence of Nu and
Re⌧ on Ra and Pr in the high-Ra limit. We have tested
our theoretical predictions against the openly available
DNS data by Howland et al. [17] and found excellent
agreement. For finite Ra, the additional Ra-dependence
of I(Ra,Pr) [see Eq. (11)], which is expected not in the
form of a power law, would modify the Ra1/3-dependence
of Nu and Re⌧ . This could then explain the variations of
the e↵ective power-law exponent � for Nu(Ra) observed
in di↵erent ranges of Ra in DNS [13–17]. The present
work studies the limit of large aspect ratios but our the-
oretical result of Nu ⇠ Ra1/3 in the high-Ra limit is also
in agreement with the DNS result for a two-dimensional
cell with unit aspect ratio in the turbulent regime [20].
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FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [17] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax for data
points taken at Ra � 5 ⇥ 107 and the fitted value of a gives
f0 = 0.19. The inset shows f(Pr)/f0 versus Pr.
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FIG. 4. Dependence of Re2
τ NuPr f0/ f (Pr) on Ra using the DNS data [23] for Pr = 1, 2, 5, 10, 100 with

same symbols as in Fig. 3. The dashed line is the best fit of the data points for Ra ! 5 × 107 by the function
y = ax, and the fitted value of a gives f0 = 0.19. The inset on the left shows the compensated plots while the
inset on the right shows f (Pr)/ f0 vs Pr.

d3〈u′θ ′〉t/dx3|x=0 = 3〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Taking the third-order derivative of Eq. (15) with
respect to ξ at ξ = 0 gives
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Next, we make a closure estimate of 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0. Physically we expect it to be related
to the wall shear stress τw and the heat flux Q and, therefore depends on uτ and −d(/dx|x=0.
Near the wall, the molecular diffusivities are significant and we take the characteristic length scale
to be lc = ν/uτ for Pr & 1 and lc = κ/uτ for Pr ' 1. Thus, we let 〈(∂2u′/∂x2)(∂θ ′/∂x)〉t |x=0 =
F (uτ ,−d(/dx|x=0, lc) and estimate the function F by dimensional analysis to obtain
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We have used Eq. (8) to write −d(/dx|x=0 = Nu&/H . Substituting Eq. (17) into Eq. (16), we
obtain

Nu ≈ CPrεReτ , ε =
{

1/3 Pr & 1
1 Pr ' 1,

(18)

where C = {3c0/[8'(4)(0)]}1/3 is approximated as a constant, neglecting the possible weak Pr
dependence of '(4)(0). Equation (18) for Pr & 1 agrees with the numerical result Nu ∼ Pr1/3Reτ

found for 1 " Pr " 100 [23]. A relationship Nu ∝ [γ (Pr)Pr]1/3Reτ , where γ (Pr) is an undeter-
mined function of Pr, has been obtained for high Pr by assuming that the eddy diffusivity, defined
by −〈u′θ ′〉t/(∂(/∂x), can be approximated by a cubic function of x, γ (Pr)u3

τ x3/ν2, throughout the
thermal boundary layer [32] but the cubic-function approximation is valid only for a very small
region close to the wall and does not hold for the whole thermal boundary layer.

Solving Eqs. (14) and (18), we obtain

Nu ≈ [C2 f (Pr)]1/3Pr−(1−2ε)/3Ra1/3 (19)

Reτ ≈ [ f (Pr)/C]1/3Pr−(1+ε)/3Ra1/3 (20)

L022601-6

C.J. Howland, C.S. Ng, R. Verzicco and D. Lohse

Response parameters Two parameter regression Shishkina (2016) GL IVu

Nusselt number Nu Ra0.321±0.006Pr−0.083±0.010 Ra1/4 Ra1/3

Reynolds number Re Ra0.489±0.007Pr−0.738±0.010 Ra1/2Pr−1 Ra4/9Pr−2/3

Shear Reynolds number Reτ Ra0.362±0.002Pr−0.446±0.003 Ra3/8Pr−1/2 Ra1/3Pr−1/2

Drag coefficient CD Ra−0.253±0.010Pr0.584±0.015 Ra−1/4Pr Ra−2/9Pr1/3

Transfer coefficient CT Ra−0.041±0.006Pr−0.637±0.009 Ra−1/8Pr−1/2 Pr−1/2

Table 2. Observed effective scalings laws for various dimensionless response parameters. Only simulations
with Re > 150 are included in the linear regression. The uncertainty shown is the standard deviation of the
estimated slopes, as described in the text of § 4. Theoretical scaling relations for laminar VC and turbulent
RBC from Shishkina (2016) for VC and Grossmann & Lohse (2000) for RBC in the so-called IVu are provided
for comparison. Reτ is calculated for these scaling relations using the similarity variable of Shishkina (2016)
and using the Blasius drag law CD ∼ Re−1/2 for the GL theory.

4. Heat flux and Reynolds number parameterisation
In table 2 we report the observed Ra- and Pr-dependence of the response parameters from
(2.4a–c) and (2.6a,b) in our simulations. An effective power-law dependence is assumed
and two-parameter linear regression is used to obtain the effective scaling exponents.
Precisely, we compute b = X−1y, where b = (b1, b2, b3)

T and

xi1 = log Rai, xi2 = log Pri, xi3 = 1, yi = log Ri, i = 1, . . . , n (4.1a–d)

are constructed from the n simulations for each response parameter R, giving a linear fit
R = Rab1Prb210b3 . We calculate the uncertainty of the power-law exponents b1 and b2
through the variance matrix of b given by V = σ 2(XTX)−1, where σ 2 is the variance of
y − Xb. The standard deviations of the slopes, given by

√
v11 and

√
v22 are presented in

table 2.
The Nusselt number is consistent with the theoretical scaling relation Nu ∼ Ra1/3f (Pr)

that arises when the heat flux is assumed to be independent of the plate separation (Malkus
1954). Ng et al. (2017) suggested that for Pr ≈ 1, a regime transition to a shear-dominated
boundary layer is underway at Ra = 109, but following Grossmann & Lohse (2000), this
transitional Ra can be expected to increase with Pr, as the smaller Reynolds number
stabilises the flow. Our results contrast with the effective scaling laws for laminar VC
derived by Shishkina (2016), where Nu ∼ Ra1/4 and Re ∼ Ra1/2Pr−1 for Pr % 1. This
difference is to be expected since our set-up is far from the laminar state for which the
scaling laws have been observed to hold (e.g. Wang et al. 2021).

In figure 3 we plot Nu against both Ra and the shear Reynolds number Reτ . Figure 3(a)
highlights the weak dependence of Nu on Pr, with higher Pr typically reducing Nu for a
fixed value of Ra. Note that a simple, single power-law fit is unlikely to adequately describe
the heat transfer outside of the currently accessible parameter range. Even within the data
presented here, the Pr = 1 cases appear to trend downwards relative to the Ra1/3 line on
figure 3(a) at higher values of Ra. This observation is consistent with Ng et al. (2017), who
attribute the decrease to a lower heat flux contribution from regions of weak shear. Later
in this section, and in Appendix A, we shall discuss at which parameter values we may
expect a transition to shear-driven turbulent boundary layers and how this would affect the
scaling of the Nusselt number.

Against Reτ in figure 3(b), we obtain a reasonable collapse for Nu by scaling with
Pr1/3 and observe a scaling close to Nu ∼ Reτ Pr1/3. Since this is consistent with the
high Pr limit of passive heat transport in turbulent boundary layers from Kader &
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• x0 has a weak dependence on Ra for each Pr

•

• These results suggest that 
((Ra, Pr) → f(Pr)   in the high-Ra limit

3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa�1 =
1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
we cannot evaluate x0 directly using its definition and
instead estimate it using Eq. (11). In Fig. 3, it can be
seen that ⇠0 has a weak dependence on Ra for each Pr.
These results suggest that I(Ra,Pr) ! f(Pr) in the high-
Ra limit and we do not expect f(Pr) to have a power-law
dependence on Pr. Thus we have

Re2⌧NuPrRa
�1 = f(Pr) high-Ra limit (13)

FIG. 3. Dependence of ⇠0 = x0/�T on Ra for Pr = 1 (circles),
2 (squares), 5 (diamonds), 10 (triangles) and 100 (inverted
triangles).

We estimate the values of f(Pr) from the DNS data [16]
as follows. Among the 38 sets of data, most of them were
taken for Pr = 10, thus we take f0 ⌘ f(Pr = 10) as a
reference and estimate the values of f(Pr)/f0 for each of
the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
DNS data [16] for Pr = 1, 2, 5, 10, 100 with same symbols as
in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.
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the other values of Pr by the average ratio of the data
points Re2⌧NuPrRa�1 for that Pr to those for Pr = 10,
taken at 7 common values of Ra. Equation (13) implies
that the data points of Re2⌧Nu for di↵erent values of Pr,
when multiplied by Prf(Pr)/f0, would collapse into a
single curve of f0Ra for large Ra. This is confirmed in
Fig. 4. As shown in the inset of Fig. 4, f(Pr)/f0 indeed
does not have a power-law dependence on Pr. As a result,
Re⌧ and Nu would not have power-law dependence on Pr.

FIG. 4. Dependence of Re2⌧NuPrf0/f(Pr) on Ra using the
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in Fig. 3. The dashed line is the best fit of y = ax [see
Eq. (13)] for data points taken at Ra � 5 ⇥ 107. The inset
shows f(Pr)/f0 versus Pr.

Using Eqs. (8) and (10), we rewrite Eq. (7) as

hu0
✓
0it

⌫�/H
= NuPr�1[1 + �0(⇠)] (14)

Because of the boundary conditions, hu0
✓
0it and its first

and second-order derivatives with respect to x vanish at
x = 0 while d

3hu0
✓
0it/dx3|x=0 = 3h@2

u/@x
2
@T/@xit|x=0.

3

equal to the buoyancy force per unit area within the ve-
locity boundary layer x  x0. The wall shear stress
is often measured by the dimensionless shear Reynolds
number Re⌧ ⌘ u⌧H/⌫ in terms of the friction velocity
u⌧ ⌘

p
⌫dV/dx|x=0. We define a dimensionless temper-

ature function �(⇠) of a dimensionless spatial variable
⇠ = x/�T of the thermal boundary layer by

⇥(x/�T ) = ��(⇠)/2, (10)

and rewrite Eq. (9) to yield a universal relation between
Re⌧ and Nu:

Re2⌧NuPrRa
�1 =

1

4

Z ⇠0

0
�(⇠)d⇠ ⌘ I(Ra,Pr) (11)

where ⇠0 = x0/�T . Using Eqs. (6) and (8), we obtain the
boundary conditions for �:

�(0) = 1, �(Nu) = 0, �0(0) = �1 (12)

We evaluate �(⇠) and ⇠0 using the DNS data from How-
land et al. [16] and study their Ra- and Pr-dependence.

FIG. 2. Plots of �(⇠) as a function of ⇠ using DNS data from
Howland et al. [16]. Dependence of �(⇠) on Ra is shown for
Pr = 1, 10, 100, and dependence of �(⇠) at the largest Ra
(108 for Pr = 1, 2, 5 and 109 for Pr = 10, 100) is shown for
Pr = 1, 2, 5, 10, 100.

As shown in Fig. 2, �(⇠) approaches an asymptotic
functional form as Ra increases at a fixed value of Pr
and this asymptotic form depends on Pr. As the DNS
data on Reynolds stress are not publicly available [16],
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Summary

• We have carried out a theoretical study of large aspect-
ratio turbulent vertical convection
• Our analysis is based on the mean flow equations and 

yields two relationships between heat flux (Nu) and wall 
shear stress (Ret).
• These two relationships give the dependence of Nu and 

Ret on Ra and Pr in the high-Ra limit and our theoretical 
results are in excellent agreement with the direct 
numerical simulation data for Pr ≥ 1.
• Our work in progress shows that the there are two 

contributions to the Reynolds number (Re) measuring 
the maximum mean vertical velocity and they have 
different dependence on Ra.
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