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Abstract
We put forward a practical nonequilibrium Green’s function (NEGF) scheme to perform real-time evolutions of many-body interacting systems driven out of equilibrium by external fields. CHEERS is a computational tool to solve the NEGF equation of motion in the so called generalized Kadanoff–Baym ansatz and it can be used for model systems as well as first-principles Hamiltonians. Dynamical correlation (or memory) effects are added to the Hartree–Fock dynamics through a many-body self-energy. Applications to time-dependent quantum transport, time-resolved photoabsorption and other ultrafast phenomena are discussed.
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1. Introduction
Although the laws of quantum mechanics have been formulated almost a century ago, the behavior of quantum matter under (extreme) nonequilibrium conditions remains still largely unexplored. Modern advances in laser technology [1–3] make today possible to film, with an unprecedented time resolution, the genesis and development of photoemission processes, exciton formation, charge transfers, charge migrations, Auger decays and other ultrafast phenomena. This is the realm of attosecond physics which calls for accurate theories and efficient numerical schemes to predict the evolution of many-body quantum systems.

One of the most versatile formalism to deal with the quantum many-body problem is the diagrammatic Green’s function theory. The extension to out-of-equilibrium situations is known as the non-equilibrium Green’s function (NEGF) theory [4–6] and the fundamental equations, known as Kadanoff–Baym equations (KBE), date back to the mid sixties [7–9]. Despite the enormous advance in computational capabilities the KBE are still rather burdensome to solve numerically. In fact, their implementations have been so far restricted to atoms, diatomic molecules or model systems [10–19]. In the mid-1980s Lipavsky et al [20] proposed the so called Generalized Kadanoff–Baym Ansatz (GKBA) to collapse the KBE for the two-times Green’s function into a single equation for the one-time one-particle density matrix, thus drastically reducing the computational cost. The GKBA is exact in the Hartree–Fock (HF) approximation and it is expected to be accurate when the average time between two consecutive collisions is longer than the quasiparticle decay time (see [21] for a recent discussion).

The appealing feature of the GKBA is that the NEGF formalism is converted into a time-dependent density-matrix functional theory [22–28] which shares a fundamental property with many-body perturbation theory, i.e. the systematic inclusion of correlations through a proper selection of self-energy diagrams. Recent applications of the NEGF + GKBA approach include the nonequilibrium dynamics [29, 30] and many-body localization [31] of Hubbard clusters, equilibrium absorption of sodium clusters [32], transient absorption [33–35] and carrier dynamics [36, 37] of semiconductors.

In this work we describe CHEERS, a first-principles numerical tool based on NEGF + GKBA to simulate the time evolution of interacting systems. CHEERS time-evolutions
contain dynamical correlation (or memory) effects responsible for double (and multiple) excitations, decoherence-induced charge separation, Auger decays, shake-up dynamics, image-charge renormalizations, etc. Standard time-dependent HF simulations are recovered by simply switching off the effects of correlations. CHEERS has been already used to study the charge dynamics of model molecular junctions [21], the transient photoabsorption spectrum of noble gas atoms [38], the formation of charge-transfer excitons and their subsequent separation in donor-acceptor complexes [39], the attosecond pulse-induced charge migration in the phenylalanine amino acid [40] and time-resolved Auger decays [41].

The paper is organized as follows. In section 2 we discuss the physical systems of interest and write down the many-body Hamiltonian to describe them. The theoretical framework based on NEGF and GKBA is outlined in section 3 along with the NEGF equation of motion solved by CHEERS. In section 4 we list the observable quantities accessible from the solution of the NEGF equation. A description of the implementation details is given in section 5. Conclusions and outlooks are drawn in section 6.

2. Physical systems

We consider a quantum system with a finite number of nuclei. For the time being we fix the nuclear coordinates and focus on the electronic degrees of freedom. Let \( \{ \varphi(x) \} \) be a set of localized orthonormal spin-orbitals suited to describe the equilibrium and nonequilibrium properties of the bound electrons. In our notation \( x = r \sigma \) comprises a spatial coordinate \( r \) and a spin-projection \( \sigma \), and \( \varphi_i(x) = \langle i | x \rangle \). The localized states could be generated by orthonormalization of a set of Slater-type orbitals (STO) or Gaussian-type orbitals (GTO) centered around each nucleus or they could be the bound HF orbitals or the bound Kohn–Sham (KS) orbitals resulting from some self-consistent HF or KS calculation respectively. We will give more details on the possible choice of the basis set in section 5. For each spin-orbital \( \varphi_i \) we define the corresponding annihilation and creation operator \( \hat{c}_i \) and \( \hat{c}_i^\dagger \). The equilibrium Hamiltonian of the system in second quantization then reads

\[
\hat{H}_{\text{sys}}^0 = \sum_{ij} h_{ij}^0 \hat{c}_i^\dagger \hat{c}_j + \sum_{ijmn} v_{ijmn} \hat{c}_i^\dagger \hat{c}_j \hat{c}_m^\dagger \hat{c}_n.
\]

Here \( h_{ij}^0 \) are the matrix elements of the single-particle Hamiltonian (atomic units are used throughout):

\[
h_{ij}^0 = \langle i | \hat{p}_r^2 \sigma + \hat{V}_\text{n} + \hat{V}_{\text{SO}} | j \rangle,
\]

with \( \hat{V}_\text{n} \) the nuclear potential and \( \hat{V}_{\text{SO}} \) the spin–orbit interaction potential. The second term in equation (1) describes the electron–electron interaction with Coulomb integrals

\[
v_{ijmn} \equiv \int \text{d}x \text{d}x' \frac{\varphi_i^*(x) \varphi_j^*(x') \varphi_m(x') \varphi_n(x)}{|r - r'|}.
\]

where \( \int \text{d}x = \int \text{d}r \sum_\sigma \).

We are interested in studying the quantum evolution induced by an external electromagnetic field with spatial variations on length-scales much longer than the linear dimension of the system. For nanometer-sized molecules this condition implies photon energies up to 1 keV and hence the possibility of photoionization. To describe photoionization processes it is necessary to extend the localized basis and include delocalized spin-orbitals \( \{ \varphi_\mu(x) \} \) for electrons in the continuum. Without loss of generality, we choose the \( \varphi_\mu \)'s as eigenstates of the free-particle Hamiltonian far away from the system boundaries and we denote by \( \epsilon_\mu \) their energy. We also require that the \( \varphi_\mu \)'s are orthogonal to the \( \varphi_i \)'s and orthonormal between themselves, i.e. \( \langle \mu | \mu' \rangle = \delta_{\mu\mu'} \). An example of how to construct the \( \varphi_\mu \)'s is given in section 5. We discard the Coulomb interaction between two electrons in the continuum since for weak pulses double ionization is strongly suppressed. Of course, if x-rays are used then a second (Auger) electron can be ejected. As we discuss in section 3, in this case the approximation is justified provided that the photoelectron and the Auger electron have different energies. The continuum Hamiltonian then reads

\[
\hat{H}_{\text{cont}} = \sum_\mu \epsilon_\mu \hat{c}_\mu^\dagger \hat{c}_\mu.
\]

Taking into account that the electric field \( E \) is uniform for all localized states, we can write the interaction Hamiltonian between light and matter as

\[
\hat{H}_{\text{int}}^E(t) = \hat{H}_{\text{sys}}^E(t) + \hat{H}_{\text{ion}}^E(t),
\]

where

\[
\hat{H}_{\text{sys}}^E(t) = E(t) \cdot \sum_j d_j \hat{c}_j^\dagger \hat{c}_j
\]

is the part responsible for reshuffling the electrons between localized states whereas

\[
\hat{H}_{\text{ion}}^E(t) = E(t) \cdot \sum_{\mu\mu'} (d_{\mu\mu'} \hat{c}_\mu^\dagger \hat{c}_\mu + \text{h.c.})
\]

is the part responsible for photoionization processes. In equations (6) and (7) the vector of matrices \( d \) is the dipole moment defined as

\[
d_{ab} = \int \text{d}x \varphi_a^*(x) \text{d}r \varphi_b(x),
\]

where \( a \) and \( b \) are indices either in the localized \( \{ i \} \) or delocalized \( \{ \mu \} \) sector. In equation (5) we are discarding transitions \( \mu \rightarrow \mu' \) between delocalized electrons since we are mainly concerned with ultrafast fields (by the time the population of a \( \mu \)-state becomes relevant the electric field vanishes).

During the first few femtoseconds after ionization from a (semi) core state, the Auger decay is one of the most relevant recombination channels. To account for the Auger effect in our description (and hence to deal with soft x-ray pulses too) we include the Coulomb matrix elements responsible for two localized (valence) electrons to scatter in one localized (core) electron and one delocalized (continuum) electron. In second quantization the Auger interaction Hamiltonian reads
\[ \hat{H}_{\text{Auger}} = \sum_{ijm} \sum_{\mu} \nu^A_{ijm\mu} \left( \hat{c}_i^\dagger \hat{c}_{j\mu} + \text{h.c.} \right), \]  

(9)

where the Coulomb integrals \( \nu^A_{ijm\mu} \) are defined as in equation (3) with \( \psi_n \rightarrow \varphi_\mu \).

In CHEERS the quantum system can also be contacted to metallic leads with which to exchange electrons and energy. Arbitrary time-dependent voltages can be applied to the leads to study transient currents, steady-states, AC responses or other kind of transport properties. It is also possible to switch to a thermomechanical field [42] to calculate time-dependent thermal currents [43–45]. The combination of applied voltages and external laser pulses \( E(t) \) can instead be used to access the optical properties of current-carrying molecular junctions [46]. In all cases the leads are treated as noninteracting semi-infinite crystals with a finite cross section and described in terms of semi-infinite Bloch states \( \varphi_\alpha(x) \), where \( \alpha \) is the lead index and \( k \) specifies the energy \( \epsilon_\alpha \) of the Bloch state. The Bloch states have to be orthogonal to both the \( \varphi_\nu \)'s and the \( \varphi_\mu \)'s. Thus, in a quantum transport setup the \( \mu \)-states are the free-particle continuum states of the quantum system contacted to leads. The second-quantized form of the leads Hamiltonian is

\[ \hat{H}_{\text{lead}}(t) = \sum_{\alpha} \sum_k \Phi_\alpha(t) \left( \epsilon_\alpha(t) + \Phi_\alpha(t) \right) \hat{c}_{\alpha k}^\dagger \hat{c}_{\alpha k}, \]  

(10)

where \( \Phi_\alpha(t) \) is the applied voltage and \( \Phi_\alpha = \epsilon_\alpha(t) / T \) is the ratio between the temperature at time \( t \) and the equilibrium temperature (the thermomechanical field is therefore \( \Psi_\alpha = \Phi_\alpha - 1 \)). The contact Hamiltonian responsible for electron tunneling has the general form

\[ \hat{H}_{\text{tun}} = \sum_{\ell,\alpha k} \left( T_{\ell,\alpha k} \hat{c}_{\ell \alpha k}^\dagger \hat{c}_{\alpha k} + \text{h.c.} \right), \]  

(11)

where \( T_{\ell,\alpha k} \) is the tunneling amplitude, i.e. the matrix element of the single-particle Hamiltonian, between the states \( \varphi_\ell \) and \( \varphi_\alpha \).

To summarize, the full Hamiltonian has the form

\[ \hat{H} = \hat{H}_{\text{sys}} + \hat{H}_\text{cont} + \hat{H}_{\text{lead}} + \hat{H}_{\text{tun}} + \hat{H}_E + \hat{H}_{\text{Auger}} + \hat{H}_{\text{ion}}, \]  

(12)

where

\[ \hat{H}_{\text{sys}} = \hat{H}^{\text{eq}}_{\text{sys}} + \hat{H}^E_{\text{sys}}. \]  

(13)

In figure 1 we show an illustration of the physics that can be studied with the Hamiltonian in equation (12).

3. Green’s function formulation

Although the full Hamiltonian in equation (12) includes only the Auger scattering between bound electrons and continuum electrons, neglects the electron–electron interaction in the leads and discards the effects of \( E(t) \) on the free-particle Hamiltonian of the continuum states, the general solution of the problem is still challenging. To make some progress we restrict the physical situations of interest. In experiments the momentum of the photoelectron is often well separated from the momentum of the Auger electron. Having in mind this type of experiments we take the set \( S_{\text{ion}} \) of photoelectron states and the set \( S_{\text{Auger}} \) of Auger-electron states as two disjoint sets. This implies that in equation (7) we can restrict the sum over \( \mu \) to states with \( \mu \in S_{\text{ion}} \) and, similarly, in equation (9) we can restrict the sum over \( \mu \) to states with \( \mu \in S_{\text{Auger}} \).

3.1. NEGF equations

The method of choice to investigate the electron dynamics is the non-equilibrium Green’s Function (NEGF) approach [4–6]. The Green’s function \( G_{ij}(z, \tau) \) with times \( z, \tau \) on the Keldysh contour and indices \( i,j \) in the localized sector satisfies the equation of motion

\[ \frac{\text{d}}{\text{d}z} - h_{\text{HF}}(z) \left( G(z, \tau) \right) = \delta(z - \tau) \left( z, \tau \right) + \mathcal{I}_{\text{emb}}(z, \tau) \]

\[ + \mathcal{I}_{\text{ion}}(z, \tau) + \mathcal{I}_{\text{coll}}(z, \tau) + \mathcal{I}_{\text{Auger}}(z, \tau) \]  

(14)

and its adjoint. Let us discuss the quantities in equation (14). The matrix \( h_{\text{HF}} \) is the single-particle HF Hamiltonian with elements

\[ h_{\text{HF},ij}(z) \equiv h_{ij}^q + V_{\text{HF},ij}(z) + E(z) \cdot \mathbf{d}_{ij}, \]  

(15)

where the HF potential

\[ V_{\text{HF},ij}(z) \equiv \sum_{nm} \rho_{nm}(z) w_{\text{im}n}(z) \]  

(16)

is expressed in terms of the one-particle density matrix

\[ \rho_{nm}(z) \equiv -i G_{nm}(z, z^+) \]  

(17)

and the difference between the direct and exchange Coulomb integrals

\[ w_{\text{im}n}(z) \equiv v_{\text{im}n}(z) - v_{\text{im}n}(z). \]  

(18)

Hereafter we consider the more general case of a time-dependent interaction \( \mathbf{v} = \mathbf{v}(z) \), useful to deal with adiabatic switching, interaction quenches, etc.

The embedding/ionization integral

\[ \mathcal{I}_{\text{emb/ion}}(z, \tau) \equiv \int \text{d}z' \Sigma_{\text{emb/ion}}(z, z') G(z, z') \]  

(19)

is a convolution on the Keldysh contour between the embedding/ionization self-energy and the Green’s function. The embedding self-energy is responsible for tunneling of electrons to/from the leads and reads [14, 47, 48]
The last term $\mathcal{I}_{\text{Auger}}$ can be written as in equation (24) but the self-energy contains all diagrams with at least one Auger interaction line $v^A$ [58, 59]. If we are only interested in describing the Auger physics then we can approximate

$$\mathcal{I}_{\text{Auger}}(z, z') = \int dz \Sigma_{\text{Auger}}(z, z') G(z, z'),$$

(26)

where the Auger self-energy reads [41]

$$\Sigma_{\text{Auger}}(z, z') = \sum_{mn pq \mu \nu \in S_{\text{Auger}}} G_{\mu \nu}(z, z') \times \left( G_{\mu \nu}(z, z') (v_{\text{Auger}}^{A \mu \nu} w_{\text{Auger}}^{A \mu \nu}) + v_{\text{Auger}}^{A \mu \nu} w_{\text{Auger}}^{A \mu \nu} \right) + G_{pq}(z, z') G_{\mu \nu}(z, z') v_{\text{Auger}}^{A \mu \nu} w_{\text{Auger}}^{A \mu \nu}.$$  

(27)

This self-energy corresponds to the 2B approximation with interaction lines $v^A$ and follows from the many-body identity $\Sigma = -i v^A G_2 G^{-1}$ where the two-particle Green’s function $G_2$ describes a single Auger scattering. Notice that for strong valence–valence repulsive energies (typically well above 1 eV) it is crucial to replace the (first-order) single-scattering approximation to $G_2$ with the $T$-matrix approximation in the particle–particle channel [60, 61]. Currently, CHEERS does not contain implementations of the $T$-matrix approximation and hence it can only be used to study Auger decays in molecules (e.g. organic molecules) with fairly delocalized valence orbitals.

We observe that $\Sigma_{\text{Auger}}$ depends on one Green’s function with both indices in the continuum. Therefore equation (14) for $G_{ij}$ can be solved only provided that we couple it to an equation for $G_{\mu \nu}$. To second order in $v^A$ the equation of motion for $G_{\mu \nu}$ with $\mu, \nu \in S_{\text{Auger}}$ is

$$\left[ \frac{d}{dz} - \epsilon_\mu \right] G_{\mu \nu}(z, z') = \delta(z, z') + \sum_{\rho \in S_{\text{Auger}}} \sum_{mn pq \mu \nu} \times \int dz' G_{\mu \nu}(z, z') G_{pq}(z, z') v_{\text{Auger}}^{A \mu \nu} w_{\text{Auger}}^{A \mu \nu} G_{\rho \mu}(z)$$

and it is linear in $G_{\mu \nu}$. An important consequence of this result is that if the Green’s function of the initial state is block-diagonal in the indices $i$ and $\mu$, i.e. $G_{ij} = 0$, then it remains block diagonal.

Equations (14) and (28) form a coupled system of non-linear integro-differential equations and except for the 2B self-energy approximation no other approximations have been made. The full numerical solution of these equations requires to convert the contour-time $G$ to real-time $G'$s, a procedure leading to the so-called Kadanoff–Baym equations (KBE). The numerical solution of the KBE is rather demanding, especially for large basis sets and many nonvanishing four-index Coulomb integrals. In the next section we discuss how the computational cost is drastically reduced by the GKBA.

### 3.2. GKBA equations

We rewrite the equation of motion (14) as
\[
\left[ \frac{d}{dz} - iH_F(z) \right] G(z, z') = \delta(z, z') + \int dz' \Sigma_{\text{tot}}(z, z) G(z, z'),
\]
with total self-energy
\[
\Sigma_{\text{tot}} = \Sigma_{\text{ion}} + \Sigma_{\text{emb}} + \Sigma + \Sigma_{\text{Auger}}.
\]
In \(\Sigma_{\text{tot}}\) only the last two terms are functions of \(G\). Choosing \(z\) and \(z'\) on different branches of the Keldysh contour we obtain the KBE for the lesser and greater Green’s functions \([4-6]\)
\[
\begin{align*}
\left[ i \frac{d}{dt} + h_{HF}(t) \right] G^<(t, t') &= \int dt' R(t, t') G^>(t, t') \\
&+ \int dt' \Sigma^<_{\text{tot}}(t, t') G^>(t, t'),
\end{align*}
\]
where, for any function \(F\), the superscript \(R\) and \(A\) denotes the retarded and advanced components respectively:
\[
F^{R/A}(t, t') = \pm \theta(\pm t + t') [F^>(t, t') - F^<(t, t')].
\]
Similarly, from the adjoint of equation (14) we find
\[
G^>(t, t') \left[ \frac{1}{i \frac{d}{dt}} + h_{HF}(t') \right] = \int dt \ R(t, t') G^<(t, t') \\
+ \int dt \ G^>(t, t') \Sigma^>_{\text{tot}}(t, t'),
\]
Without any loss of generality we assume that the system is in equilibrium until a certain time \(t_{\text{switch}} > 0\), hence \(V_0(t) = E(t) = 0\) for \(t < t_{\text{switch}}\). To obtain the correlated and contacted (to leads, if any) Green’s function we solve equations (31) and (33) with:

- initial condition \(G^<(0, 0)\) given by the HF (hence uncorrelated) lesser/greater Green’s function of the uncontacted system
- self-energies calculated using a TD interaction \(\psi(t) = s(t)v\) and tunneling amplitude \(T(t) = s(t)T\) where \(s(t)\) is a slow and smooth switching function between the times \(t = 0\) and \(t = t_{\text{switch}}\), typically \(s(t) = \sin^2(\frac{\pi t}{t_{\text{switch}}})\).

The time \(t_{\text{switch}}\) is therefore a convergence parameter to be chosen in such a way that the observables of interest are constant in the absence of external fields for times \(t > t_{\text{switch}}\). This initial time-propagation serves to build up correlations in the initial state. Since \(v = T = 0\) for times \(t < 0\) the time integrals in the KBE run from 0 to \(\infty\), i.e. \(\int dt = \int_0^{\infty} dt\).

Subtracting equation (33) from (31) and setting \(t' = t\) we obtain the equation of motion for the one-particle density matrix \(\rho_{ij} = -iG^<(t, t)\)
\[
\dot{\rho}(t) = i [h_{HF}(t), \rho(t)] = -i \Sigma_{\text{tot}}(t) - I_{\text{tot}}(t),
\]
where
\[
I_{\text{tot}}(t) = \int_0^t \text{d}t' \left[ \Sigma^>_{\text{tot}}(t, t') G^< (t, t') - \Sigma^<_{\text{tot}}(t, t') G^>(t, t') \right].
\]
With similar steps, from equation (28) and its adjoint we can easily write down the equation of motion for the one-particle density matrix \(f_{\mu \nu}(t) \equiv -iG^<_{\mu \nu}(t, t)\) with both indices \(\mu, \nu \in S_{\text{Auger}}\)
\[
\dot{f}_{\mu \nu}(t) = i(e_\mu - e_\nu)f_{\mu \nu}(t) = -J_{\mu \nu}(t) - J^*_{\mu \nu}(t),
\]
to be solved with boundary conditions \(f_{\mu \nu}(0) = 0\) (no electrons in the continuum states at time \(t = 0\)). The right hand side of equation (36) describes the Auger scattering between localized electrons and continuum electrons and reads
\[
J_{\mu \nu}(t) = \sum_{\rho \in S_{\text{Auger}}} \sum_{mnpst} \int_0^t \text{d}t' \nu_{\rho \mu \nu}(t') w^A_{pqsp}(t') \\
\times \left[ G^<_{mn}(t, t') G^<_{qs}(t, t') G^<_{pq}(t, t) G^<_{\mu \nu}(t, t) - G^<_{mn}(t, t') G^<_{pq}(t, t') G^<_{\mu \nu}(t, t) \right].
\]
Due to the implicit (through \(\Sigma\) and \(\Sigma_{\text{Auger}}\)) and explicit dependence on \(G^<\) evaluated at times \(t \neq t\), equations (34) and (36) do not form a closed system of equations for \(\rho\) and \(f\). To close the system we make the Generalized Kadanoff–Baym Ansatz \([20]\) (GKBA)
\[
\begin{align*}
G^<_{\mu \nu}(t, t') &= \sum_m \left[ G^R_{\mu m}(t, t') \rho_{mn}(t') - \rho_{mn}(t) G^A_{\mu \nu}(t, t') \right], \\
G^>_{\mu \nu}(t, t') &= \sum_m \left[ G^R_{\mu m}(t, t') \rho_{mn}(t') - \rho_{mn}(t) G^A_{\mu \nu}(t, t') \right],
\end{align*}
\]
where \(\bar{\rho} = 1 - \rho\). The functional form of the retarded/advanced propagator \(G^{R/A} = G^{R/A}\rho\) will be discussed in section 5.4. For the Green’s function with both indices in the continuum, in addition to the GKBA we discard the off-diagonal matrix elements, i.e. we write
\[
G_{\mu \nu} = \delta_{\mu \nu} G_{\mu \nu},
\]
and approximate \(G^{R/A}_{\mu \nu} \approx g^{R/A}_{\mu \nu}\) where \(g_{\mu \nu}\) is the solution of equation (23). Hence
\[
\begin{align*}
- \bar{G}^<_{\mu \nu}(t, t') &= g^R_{\mu \nu}(t, t') f_{\mu \nu}(t') - f_{\mu \nu}(t) g^A_{\mu \nu}(t, t'), \\
G^>_{\mu \nu}(t, t') &= g^R_{\mu \nu}(t, t') \bar{f}_{\mu \nu}(t') - \bar{f}_{\mu \nu}(t) g^A_{\mu \nu}(t, t'),
\end{align*}
\]
where \(\bar{f}_{\mu \nu} = 1 - f_{\mu \nu}\). With these approximations it is a matter of simple algebra to show that
\[
J_{\mu \nu}(t) = \int_0^t \text{d}t' \left[ K^R_{\mu \nu}(t, t') f_{\nu}(t') + K^A_{\mu \nu}(t, t') \bar{f}_{\nu}(t') \right]
\]
where the kernel
\[
K^<_{\mu \nu}(t, t') = \sum_{mnpst} \nu_{\rho \mu \nu}(t') w^A_{pqsp}(t') \\
\times G^R_{mn}(t, t') G^R_{qs}(t, t') G^<_{pq}(t, t) e^{-i\epsilon_\nu(t-t')}
\]
is a functional, through the GKBA, of \(\rho\) only.

With equations (38) and (40) also the right hand side of equation (34) becomes a functional of \(\rho\) and \(f\) only. We thus obtain two coupled equations for the one-particle density matrix of an interacting system driven out of equilibrium by arbitrary biases \(V_0(t)\) and electric fields \(E(t)\) switched on at times \(t > t_{\text{switch}}\):
\[
\begin{aligned}
\dot{\rho} &= -i[H_{\text{HF}}(\rho), \rho] - \mathcal{I}_{\text{loc}}[\rho, f] - \mathcal{I}_{\text{tot}}[\rho, f] \\
\dot{f}_\mu &= -\mathcal{J}_{\mu\nu}(\rho, f) - J_{\mu\nu}(\rho, f).
\end{aligned}
\]  

(43)

These coupled equations govern the correlated electron dynamics in the NEGF + GKBA approach and are the equations solved by the CHEERS code. Both \(\mathcal{I}(t)\) and \(\mathcal{J}(t)\) depend on the density matrix at all previous times, thus introducing a memory dependence in the evolution. Time-dependent HF results are recovered by setting \(\Sigma = \Sigma_{\text{Auger}} = \mathcal{J} = 0\). Notice that for \(\Sigma_{\text{Auger}} = \mathcal{J} = 0\) the equations decouple and one needs to solve only the first equation since \(f_{\mu} = 0\) is a solution.

The computational time to solve equation (43) scales like \(N_c^2 N_0\) where \(N_c\) is the number of time steps whereas \(N_0 = \max[N_{\text{bound}}^p, N_{\text{bound}}^q N_{\text{cont}}]\). Here \(N_{\text{bound}}\) is the dimension of the density matrix \(\rho\), \(N_{\text{cont}}\) is the length of the vector \(f_{\mu}\) and the powers \(3 \leq p \leq 5\) and \(2 \leq q \leq 4\) depend on how sparse the Coulomb tensors \(\mathcal{V}_{\text{spin}}\) and \(\mathcal{V}_{\text{spin}}^A\) are. In CHEERS the largest arrays are complex, double-precision, three-dimensional arrays of dimension \(N_{\text{bound}}^p \times N_{\text{bound}}^q \times N_{\text{cont}}\), and there are four such arrays. Thus, for a cluster with \(\sim 3\) GB RAM per core CHEERS can perform simulations with \(4 \times 16 \times N_{\text{bound}}^p < 3 \times 10^9\), i.e. \(N_{\text{bound}}^p N_{\text{cont}} < 4.7 \times 10^9\).

4. Post-processing: observable quantities

From the solution of equation (43) we can calculate several quantities of physical interest. The most straightforward ones are the local density

\[
n(r, t) = \sum_y \sum_\sigma \varphi_\sigma^*(r) \varphi_\sigma(r) \rho_\sigma(t),
\]

spin density

\[
s(r, t) = \sum_y \sum_{\sigma\sigma'} \varphi_\sigma^*(r) \sigma_\sigma \sigma' \varphi_\sigma(r) \rho_{\sigma\sigma'}(t)
\]

local paramagnetic current

\[
j(r, t) = \frac{1}{2} \sum_y \sum_\sigma \text{Im} \left[ \varphi_\sigma^*(r) \nabla \varphi_\sigma(r) \rho_\sigma(t) \right],
\]

and, more generally, any one-body observable. In figure 3 we show the snapshots of the density variation in the phenylalanine aminoacid induced by an ionizing attosecond XUV pulse [40], see section 5.2 for the implementation details.

Depending on the physical problem these basic quantities can be further manipulated to calculate typical experimental outcomes. In the following we discuss some of them.

4.1. Quantum transport

In molecular electronics the Hamiltonian of the system describes a junction connecting two leads (a source and a drain) kept at a potential difference \(V\). One is usually interested in the total current \(I\) flowing through a surface \(S\) perpendicular to the electron stream

\[
I(t) = \int_S d^2r j_\parallel(r, t),
\]

(47)

with \(j_\parallel\) the longitudinal component of \(j\), see equation (46). For a DC bias \(I(t)\) attains a steady value as \(t \to \infty\) and this value can be used to calculate the \(I-V\) characteristics or the differential conductance \(G = dI/dV\). Of course, the full time-evolution provides other useful information. The characteristic time to reach a steady state and the frequencies of the transient oscillations are just two examples. Controlling these properties is crucial to engineer ultrafast molecular devices.

Time-dependent potential differences \(V(t)\) do not bring additional complications nor an increased computational effort. We can, for instance, superimpose an AC voltage of frequency \(\Omega\) to a DC voltage, i.e. \(V(t) = V_{\text{DC}} + V_{\text{AC}} \sin(\Omega t)\), and calculate the averaged current as well as its Fourier coefficients as functions of \(V_{\text{DC}}, V_{\text{AC}}\) and \(\Omega\). In addition to provide an alternative to Floquet schemes [62], working in the time domain is particularly advantageous to deal with systems perturbed by multichromatic drivings. This is the case of, e.g. AC transport with superconducting leads [63] or optical spectra of junctions under AC voltages [46].

The current \(I(t)\) can be evaluated either at an interface passing through the junction, in accordance with equation (47), or at the interface with the \(\alpha\) lead through the Meir–Wingreen formula [47, 48]

\[
I_{\alpha}(t) = 4\text{Re} \int_0^t dt \text{Tr} \left[ \Sigma_{\alpha}(t, \bar{t}) G^<_{\alpha}(\bar{t}, t) - \Sigma_{\alpha}(t, \bar{t}) G^>_{\alpha}(\bar{t}, t) \right]
\]

(48)

where \(\Sigma_{\alpha}\) is the \(\alpha\)th contribution to the embedding self-energy of equation (20) and \(G^\pm\) are calculated from \(\rho\) through the GKBA. In [21] we showed that the GKBA results for the current at the interfaces are in excellent agreement with the full
KBE results provided that the bias difference is much smaller than the bandwidth of the leads. We mention that an improved version of the GKBA has been recently proposed to deal with nontrivial spectral structures of the leads density-of-states [64], thus widening the potential applications of the GKBA in quantum transport.

The energy current \( J_\alpha(t) \), defined as the rate of change of the energy of lead \( \alpha \), can be calculated similarly to the charge current in equation (48). It is a matter of simple algebra to show that [43]

\[
J_\alpha(t) = 4\text{Im} \int_0^\infty \text{d} \tau \, \text{Tr} \left[ \Sigma_\alpha^>(t, \tau) G^<(t, \tau) - \Sigma_\alpha^<(t, \tau) G^>(t, \tau) \right]
\]

(49)

where \( \Sigma_\alpha^>(t, \tau) \equiv \frac{\text{d}}{\text{d} \tau} \Sigma_\alpha^<(t, \tau) \).

4.2. Transient photoabsorption spectra

In a transient photoabsorption spectrum the system is driven out of equilibrium by a strong laser pulse (the pump) and successively the intensity per unit frequency of the transmitted light of a second weak pulse (the probe) is measured. The resulting transient spectrum depends on the shape and duration of the pump and probe pulses as well as from the delay \( \tau \) between these pulses. It is therefore clear that the theoretical calculation of a transient spectrum calls for a time-dependent approach.

Let \( \langle \delta \mathbf{d}(t, \tau) \rangle \) be the change of the dipole moment of the pump-driven system induced by an electric probe field \( \mathbf{e}(t) \) impinging the system with a delay \( \tau \) with respect to the pump. Then the transient spectrum is given by

\[
\mathcal{S}(\omega, \tau) = -2\text{Im} \left[ \omega \mathbf{\hat{e}}^*(\omega) \cdot \langle \delta \mathbf{d}(\omega, \tau) \rangle \right]
\]

(50)

where we have used the convention that quantities with a tilde denote the Fourier transform of the corresponding time-dependent quantities.

The dipole moment of the system can easily be calculated from the one-particle density matrix as \( \langle \mathbf{d}(t) \rangle = \sum_0^\infty \mathbf{d}_{\text{eff}}(t) \). The probe-induced dipole moment \( \langle \delta \mathbf{d}(t, \tau) \rangle \) is therefore the difference between the dipole moment generated by a simulation with pump and probe and the dipole moment generated by a simulation with only the pump. We observe that the pump pulse can either bring the system in an excited state of bound electrons or generate a multiply ionized system through the ionization integral \( I_{\text{ion}} \). In the latter case the transient spectrum reveals features about the initial dynamics of the expelled photoelectrons [65]. In figure 4 we display HF (top) and correlated (bottom) calculations of the transient spectrum of a gas of Kr atoms initially ionized by few-cycle NIR pump and subsequently probed by an attosecond XUV pulse at different delays \( \tau \) [38], see section 5.2 for the implementation details. In HF no sign of multiple ionization is visible. On the contrary, the correlated 2B results clearly show the absorption line of Kr\(^{2+}\) ions raising up a few femtosecond later than the absorption line of Kr\(^{1+}\).

---

**Figure 4.** Transient photoabsorption spectrum (normalized to the maximum height) of a krypton gas in the HF (top panel) and 2B (bottom panel) approximation. Reprinted figure with permission from [38]. Copyright 2015 by the American Physical Society.

4.3. Transient photocurrent and Auger current

In the absence of leads (closed system) the total electric current flowing out of the system, i.e. in the continuum states, can be calculated from the rate of change of the total number of particles in the system

\[
I_{\text{ion}}(t) = \frac{\text{d}N(t)}{\text{d}t} = \frac{\text{d}}{\text{d}t} \text{Tr}[\rho(t)].
\]

(51)

If we are interested in resolving the photocurrent according to the energy of the photoelectrons (photoemission spectrum) we should include explicitly the continuum states \( \mu \in \mathcal{S}_{\text{ion}} \) in the simulation (instead of using \( \Sigma_{\text{ion}} \)). We would then get a third equation for the occupations \( f_\mu \) with \( \mu \in \mathcal{S}_{\text{ion}} \) coupled to equation (43). Of course this procedure is feasible only provided that the energy window of the photoelectrons is not too wide and that the number of \( \mu \) states for the required energy resolution is not too large. At present the explicit inclusion of
photoelectron states has been tested only in one-dimensional model systems [41].

The Auger self-energy accounts for processes where two valence electrons scatter and, after the scattering, end up in a core state and in a continuum state. The rate of growth of the occupation of the continuum state \( I_{\text{Auger}} \) defines the Auger current

\[
I_{\text{Auger}}(t) = \frac{d}{dt} \rho_{\mu}(t).
\]

(52)

Through knowledge of \( \rho_{ij} \) and \( f_{\mu} \) we can follow in real time the Auger scattering and extract useful information about the Auger process, e.g. core relaxation time, shape of the outgoing density wavepacket, rearrangement of the core-excited system, etc [41].

5. Implementation details

From equation (43) and the definition of the various quantities therein we find useful to split the input parameters into five different groups

- **System**: matrix elements \( h_{ij}^{\text{eq}} \), \( d_{ij} \) and Coulomb integrals \( v_{jm}^{\text{ion}} \)
- **Ionization**: matrix elements \( d_{\mu} \) and energies \( \epsilon_{\mu} \) with \( \mu \in S_{\text{ion}} \)
- **Auger**: energies \( \epsilon_{\mu} \) and Coulomb integrals \( v_{j\mu\mu}^{\text{Auger}} \) with \( \mu \in S_{\text{Auger}} \)
- **Leads**: tunneling amplitudes \( T_{\alpha \beta} \) and energies \( \epsilon_{\alpha} \)
- **External fields**: electric field \( E(t) \), bias \( V_{\alpha}(t) \) and temperature \( T_{\alpha}(t) \)

Currently, real-time simulations in the presence of leads (open systems) are performed only for model Hamiltonians. Here, the input parameters are set manually and can be varied at will. Real-time simulations based on first-principles input parameters are possible for closed systems (\( \Sigma_{\text{emb}} = 0 \)) like atoms and molecules in external laser fields. CHEERS handles the input parameters in different way depending on the nature of the single-particle basis set. In the following two subsections we describe how CHEERS processes the input generated in a basis of localized orbitals like, e.g. Slater type orbitals (STO) or Gaussian type orbitals (GTO), and in a basis
of KS orbitals. In all cases the first step of CHEERS is to obtain the information contained in System, Ionization, Auger and Leads. With this information CHEERS calculates all self-energies and then passes them to the time-propagation routine, see blue arrows in figure 5.

As illustrated in the left red box of figure 5 the time-propagation routine needs also other information. Two main flags specify the type of evolution. One flag establishes the level of correlation: it can be either a HF evolution—with the extra option of using the HF Hamiltonian \( h_{HF}[\rho(\text{switch})](t) \) with frozen \( \rho \) instead of \( h_{HF}[\rho(t)](t) \)—or a correlated 2B evolution. Another flag sets which propagator \( G^\rho[\rho] \) is used in the GKBA, see section 5.4 for the possible choices. Prior to the time evolution we also specify a few convergence parameters. The most important ones are the time-step, the switching time \( t_{\text{switch}} \) for the correlation build-up and the number of predictor correctors for each time step. Finally, we specify the driving fields in the input External fields. There are no restrictions on the time-dependent functions \( E(t), V_\alpha(t) \) and \( T_\alpha(t) \), and the computational effort does not depend on the choice of these functions. During the time stepping the density matrix \( \rho \) with frozen \( \rho \) is calculated with energy \( \omega t \rangle \) and \( \approx - \omega \) vanishes whereas the greater time-dependent functions \( \pi \).

During the time stepping we also specify a few convergence parameters. The most important ones are the time-step, the switching time \( t_{\text{switch}} \) for the correlation build-up and the number of predictor correctors for each time step. Finally, we specify the driving fields in the input External fields. There are no restrictions on the time-dependent functions \( E(t), V_\alpha(t) \) and \( T_\alpha(t) \), and the computational effort does not depend on the choice of these functions. During the time stepping the density matrix \( \rho \) with frozen \( \rho \) is calculated with energy \( \omega t \rangle \) and \( \approx - \omega \) vanishes whereas the greater time-dependent functions \( \pi \).

5.1 Localized basis

For a description in terms of \( N \) single-particle localized states \( \{|i\rangle \} \) like, e.g. the STO or GTO states, CHEERS needs the matrix elements of the equilibrium Hamiltonian \( h^\text{eq} \), dipole vector \( \mathbf{d}_{ij} \), overlap matrix \( S_{ij} = \langle i|j \rangle \) and Coulomb integrals \( v_{ijmm \\bar{m}} \). The first step of CHEERS is to orthonormalize the basis according to \( |i\rangle \rightarrow \sum_m |m\rangle S_{mi}^{-1/2} \), calculate \( h^\text{eq}_{ij} \), \( \mathbf{d}_{ij} \) and \( v_{ijmm \\bar{m}} \) in the new orthonormal basis and run a HF self-consistent calculation. The second step is to calculate \( h^\text{HF}_{ij} \), \( \mathbf{d}_{ij} \) and \( v_{ijmm \\bar{m}} \) in the HF basis which, by definition, diagonalizes the HF Hamiltonian \( h_{HF;ij} = \epsilon^\text{HF}_{ij} \delta_{ij} \). This is done only for HF states with energy \( \Lambda_{\text{min}} < \epsilon^\text{HF} < \Lambda_{\text{max}} \) where \( \Lambda_{\text{min}} \) and \( \Lambda_{\text{max}} \) are two convergence cutoff parameters. Of course if \( \Lambda_{\text{min}} \) is smaller than the minimum HF eigenvalue and \( \Lambda_{\text{max}} \) is larger than the maximum HF eigenvalue then all \( N \) HF states are included. On the contrary, states \( \epsilon^\text{HF} < \Lambda_{\text{min}} \) are treated as core states, i.e. \( \epsilon^\text{HF} < \Lambda_{\text{min}} \) are treated as core states, i.e. \( \rho_{\sigma c \sigma e} = \delta_{\sigma c \sigma e} \). Then CHEERS calculates only \( v_{\sigma c \sigma e} \) and \( v_{\sigma e \sigma c} \) and adds to the equilibrium Hamiltonian the HF potential generated by the frozen core (fc) electrons:

\[
h^\text{eq}_{ij} \rightarrow h^\text{eq}_{ij} + \sum_{\sigma c \sigma e} (v_{\sigma c \sigma e} - v_{\sigma e \sigma c}). \tag{53}
\]

The HF states \( \sigma = \mu \) with energy \( \epsilon^\text{HF}_{\mu} > \Lambda_{\text{max}} \) are treated as noninteracting and considered as states of the continuum. Accordingly, CHEERS calculates only the dipole matrix elements \( \mathbf{d}_{\sigma \mu} \) later used to construct the ionization self-energy of equation (21). The separation of the HF states is illustrated in the left green box of figure 5.

After this preliminary treatment the size of the one-particle density matrix \( \rho \) in equation (34) becomes \( N_{\text{bound}} = N - N_c - N_{\text{ion}} \), where \( N_c \) is the number of HF core states and \( N_{\text{ion}} \) is the number of \( \mu \)-states. The STO or GTO description of the continuum is, in general, too poor for simulating Auger scattering processes which are therefore not included, see left blue box of figure 5. This means that for a localized basis CHEERS solves only the first of equation (43). For problems involving Auger scattering see next section.

The \( \mu \)-states of the localized basis are used to construct an approximate ionization self-energy, thus accounting for possible photoelectrons due to external laser fields. Of course, if the expected energy range of the photoelectrons is not covered by the \( \epsilon^\text{HF}_{\mu} \) then the ionization rate is severely underestimated. Meaningful real-time simulations do therefore require that the laser frequency is at least smaller than \( \max \{ \epsilon^\text{HF}_{\mu} \} - 2\pi/T \) where \( T \) is the duration of the ionizing pulse.

Let us discuss the ionization self-energy. In general the STO or GTO basis returns only a few continuum states; consequently, a photoelectron would be soon reflected back. This difficulty can be overcome provided that the ionizing laser pulse is well centered around some frequency \( \omega_p \). From equation (21) the lesser part of \( \Sigma_{\text{ion}} \) vanishes whereas the greater part is given by

\[
\Sigma_{\text{ion}}^{>}(t, t') = \sum_{ab} E_a(t) \sigma_{ab}^{\text{HF}}(t - t') E_b(t'), \tag{54}
\]

where \( E_a \) is the \( a \)th component of the electric field \( \mathbf{E} = (E_x, E_y, E_z) \) and the tensor

\[
\sigma_{\mu \nu}^{\text{HF}}(t - t') \equiv -i \sum_{\mu \in S_{\text{ion}}} \mathbf{d}_{\mu \nu}^\dagger \mathbf{e}^{-i \epsilon^\text{HF}_{\mu}(t - t')} \mathbf{d}_{\mu \nu}, \tag{55}
\]

depends exclusively on the matrix elements of the components \( \mathbf{d}^\dagger \) of the dipole moment \( \mathbf{d} = (d^x, d^y, d^z) \). The Fourier transform of \( \sigma_{\mu \nu}^{\text{HF}} \) reads

\[
\tilde{\sigma}_{\mu \nu}^{\text{HF}}(\omega) \equiv -2\pi i \sum_{\mu \in S_{\text{ion}}} \mathbf{d}_{\mu \nu}^\dagger \mathbf{e}^{-i \epsilon^\text{HF}_{\mu} \omega} \mathbf{d}_{\mu \nu} \approx 2\pi \sum_{\mu \in S_{\text{ion}}} \mathbf{d}_{\mu \nu}^\dagger \text{Im} \left[ \frac{1}{\omega - \epsilon^\text{HF}_{\mu} + i\eta} \right] \mathbf{d}_{\mu \nu}, \tag{56}
\]

where \( \eta \) is a positive constant of the order of the level spacing of the \( \mu \)-states. Since \( \mathbf{E}(t) \) oscillates at the frequency \( \omega_p \) the ionization self-energy is dominated by those terms in \( \sigma(t - t') \) that oscillate at energy \( \epsilon^\text{HF}_{\mu} \approx \omega_p \). We do therefore implement a frequency-independent approximation \( \tilde{\sigma}_{\mu \nu}^{\text{HF}}(\omega) \approx \tilde{\sigma}_{\mu \nu}^{\text{HF}}(\omega_p) \), which in real time implies \( \sigma_{\mu \nu}^{\text{HF}}(t - t') = \tilde{\sigma}_{\mu \nu}^{\text{HF}}(\omega_p) \delta(t - t') \). Substituting this result into equation (54) we get

\[
\Sigma_{\text{ion}}^{>}(t, t') = -i \delta(t - t') \Gamma_{\text{ion}}(t), \tag{57}
\]

where

\[
\Gamma_{\text{ion}, \sigma}(t) = i \sum_{ab} E_a(t) \sigma_{ab}^{\text{HF}}(\omega_p) E_b(t) \tag{58}
\]

is a self-adjoint positive-definite matrix for all times \( t \). Thus, the approximate \( \Sigma_{\text{ion}} \) is a local function of time as indicated in the left blue box of figure 5.

The transient photoabsorption spectrum of the Kr gas in figure 4 [38] has been calculated using the 66 STO from [66] as basis, generating the input in System and Ionization with
the SMILES package [67, 68], freezing all electrons below the 3s shell and constructing $\Sigma_{\text{ion}}$ with the HF states of positive charge.

5.2. Kohn–Sham basis

In general the finite system of interest can be described in terms of a single-particle basis formed by core states and a rest. The rest is a set of active states, i.e. states with a population different from 0 or 1 due to dynamical correlations or thermal fluctuations or external fields. Let $C$ and $A$ be the set of core states and active states respectively. Since, by definition, for $i \in C$ every physically relevant many-body state is an eigenstate of $\hat{c}_i^\dagger \hat{c}_i$ with eigenvalue 1, we can work in the truncated Hilbert space of many-body states having the core states entirely filled. In this truncated Hilbert space the density matrix $\rho$ satisfies again equation (43) but with a different HF Hamiltonian $H_{\text{HF}}$.

To determine the HF Hamiltonian for the ‘active’ electrons let us split the contributions (core and active) to the Hartree exchange and potential

$$V_{\text{HF},ij}^C[\rho] \equiv \sum_{mn \in S} v_{ijnj} \rho_{mn}, \quad ij \in A \tag{59}$$

$$V_{\text{HF},ij}^S[\rho] \equiv -\sum_{mn \in S} v_{ijnj} \rho_{mn}, \quad ij \in A \tag{60}$$

where $S = C, A$ and the indices $i,j$ run in the active set $A$. Taking into account that $\rho_{nm} = \delta_{nm}$ for $n,m \in C$ the equilibrium HF Hamiltonian in equation (15) can be rewritten as

$$H_{\text{HF}}[\rho] = H_{\text{eq}}^{\text{+p}} + V_{\text{HF}}^C[\rho] + V_{\text{HF}}^A[\rho], \tag{61}$$

where

$$H_{\text{eq}}^{\text{+p}} = H_{\text{eq}} + V_{\text{HF}}^C + V_{\text{xc}}$$

is the one-particle Hamiltonian plus the HF potential generated by the frozen core electrons.

So far we have not yet specified the single-particle basis. We here consider the case of a KS basis. Hence we assume that electrons in the KS core orbitals remain frozen and do not participate to the dynamics. The equilibrium KS one-particle density matrix in the KS basis reads $\rho_{\text{KS},nm} = \delta_{nm}$ and the corresponding equilibrium KS Hamiltonian is diagonal and reads

$$H_{\text{KS}} = H_{\text{eq}} + V_{\text{xc}} + V_{\text{HF}}^A[\rho_{\text{KS}}], \tag{63}$$

where $V_{\text{xc}}$ is the exchange-correlation potential of density functional theory (DFT). In general, $V_{\text{HF}} + V_{\text{xc}}$ is given by the sum of the pseudopotential and the xc potential generated by the active electrons. A comparison with equation (61) allows us to express $H_{\text{eq}}^{\text{+p}}$ in terms of the KS Hamiltonian according to

$$H_{\text{eq}}^{\text{+p}} = H_{\text{KS}} - V_{\text{xc}} - V_{\text{HF}}^A[\rho_{\text{KS}}] + V_{\text{xc}}. \tag{64}$$

Depending on the system and laser pulse properties the electrons in states with $\epsilon_{\mu}^S < \Lambda_{\max}$ are explicitly propagated through $\rho$, whereas states $i = \mu$ with energy $\epsilon_{\mu}^S > \Lambda_{\max}$ are either assigned to $S_{\text{ion}}$ or $S_{\text{Auger}}$, see middle green box in figure 5 (here $\Lambda_{\max}$ is a convergence parameter). Thus, CHEERS needs the KS eigenvalues $\epsilon_{\mu}^S$ (needed to construct the KS Hamiltonian $H_{\text{KS},ij} = \delta_{ij} \epsilon_{\mu}^S$), the matrix elements $V_{\text{xc},ij}, d_{ij}$ and the Coulomb integrals $v_{ijnj}$ (needed to evaluate the Hartree potential $V_{\text{HF}}^A[\rho_{\text{KS}}]$ generated by the active KS electrons as well as the functionals $V_{\text{HF}}^A, V_{\text{xc}}$ and $\Sigma$), the dipole matrix elements $d_{ij}$ and KS energies $\epsilon_{\mu}^S$ with $\mu \in S_{\text{ion}}$ (needed to calculate the ionization self-energy $\Sigma_{\text{ion}}$) and the Coulomb integrals $v_{ijnj}$ and KS energies $\epsilon_{\mu}^S$ with $\mu \in S_{\text{Auger}}$ (needed to calculate the Auger self-energy $\Sigma_{\text{Auger}}$ and the kernel $K$), see middle blue box in figure 5. This input contains the necessary quantities to construct the functionals $\mathcal{Z}_{\text{tot}}$ and $\mathcal{J}$, see equation (43), as well as the HF Hamiltonian in equation (64). In fact, the only remaining unknown is $V_{\text{xc}}^{\text{S}}$ which, however, is usually small and can be neglected. Of course, a non-negligible $V_{\text{xc}}^{\text{S}}$ does not introduce extra complications for the CHEERS simulations. One could estimate this quantity by performing an all-electron KS calculation without pseudopotentials.

The snapshots of the density variation of the phenylalanine aminoacid in figure 3 [40] has been calculated by performing a DFT calculation with the Quantum Espresso package [69] using norm-conserving Troullier–Martins pseudopotentials [70] and the PBE approximation [71] for $V_{\text{xc}}$. The resulting KS states have then been used to extract the matrix elements $V_{\text{xc},ij}, d_{ij}$ and the Coulomb integrals $v_{ijnj}$ using the Yambo code [72] (no Auger scattering was included since only valence electrons are ionized by the XUV pulse).

5.3. An application to Argon: STO versus KS basis

As long as the single-particle basis is complete the CHEERS results are independent of the basis. The purpose of this section is to illustrate this fact with an example. We consider the Argon atom and monitor the time-evolution of the occupations of the HF orbitals after a sudden ionization. The calculations are performed in two different ways:

(i) The STO basis of Clementi–Roetti [73] consisting of 32 basis functions. The input has been obtained with the SMILES package [67, 68] and no electron has been frozen (hence electrons of the K and L shells participate to the dynamics).

(ii) The KS basis obtained by performing a DFT calculation with the Octopus code [74] using norm-conserving Troullier–Martins pseudopotentials [70] and the Perdew–Zunger xc functional [75].

In both cases we start from an initial density matrix corresponding to the state of the system just after an ionizing laser pulse has passed through the atom. Typical attosecond pulses remove less than 1% of charge from the neutral system. Here, in order to highlight the effects of correlations, we consider an initial density matrix $\rho_{\text{init}}(t_0) = \delta(\rho_{\sigma\sigma} - \rho_0)$ where $\rho_0(0) = \rho_{\text{eq}} - \delta \rho$ and $\delta \rho$ in HF basis reads $\delta \rho_{\text{1s}3\sigma} = 0.1$, $\delta \rho_{\text{3s}3\sigma} = 0.1$ and $\delta \rho_{\text{3s}3\pi} = -0.1$. This corresponds to remove 0.2 electrons of spin up and down.
In this section we discuss the possible choices of the retarded Green’s function. The exact equation of motion for $G^R$ reads

$$\left[ \frac{d}{dt} - h_{HF}(t) \right] G^R(t, t') = \delta(t, t') + \int dt' \Sigma_{emb}(t, t') G^R(t, t')$$

(65)

to be solved with boundary condition $G^R(t, t^+) = -i$. The lowest order (in the Coulomb integrals) approximation for $G^R$ is obtained by setting $\Sigma_{emb} = 0$. In this case we get the HF propagator

$$G^R(t, t') = -i \theta(t - t') T e^{-i \int_{t}^{t'} dt' h_{HF}(t')}.$$  

(66)

In CHEERS all approximations to $G^R$ have the form of equation (66) where $h_{HF}$ is replaced by some quasi-particle Hamiltonian $h_{qp} = h_{HF} + \Delta$. For $\Delta = 0$ we recover the HF propagator. The advantage of approximations like in equation (66) is that for small $\delta t$

$$G^R(t + \delta t, t') \simeq e^{-i \int_{t}^{t'} dt' h_{qp}(t')} G^R(t, t')$$

(67)

and hence the calculation of $G^R(t, t')$ for all $t' < t$ scales linearly in $t$. Consequently, the overall scaling remains quadratic with the maximum propagation time.

The presence of a continuum due to leads and/or photoelectron states can be partially taken into account by approximating

$$\Sigma_{emb/ion}^R(t, t') \simeq -i/2) \delta(t - t') \Gamma_{emb/ion}(t)$$

(68)

where $\Gamma_{ion}$ is defined in equation (58) whereas

$$\Gamma_{emb,ij} = -2 \sum_{k,n} T_{i,ok} \text{Im} \left[ \frac{1}{-\epsilon_{ok} + \eta_j} \right] T_{ok,j},$$

(69)

see [21]. Setting $\Sigma_{tot} = \Sigma_{emb}^R + \Sigma_{ion}^R$ in equation (65) one finds $\Delta = -(i/2)(\Gamma_{emb} + \Gamma_{ion})$.

Correlation effects in the propagator can be taken into account by making the approximation [21]

$$\int dt \Sigma^R(t, t) G^R(t, t') \simeq \int dt \Sigma^R(t, t) G^R(t, t')$$

(70)

which amounts to add $\Sigma$ to $h_{HF}$. We evaluate $\Sigma(t)$ in equation (70) using the GKBA and the adiabatic propagator

$$\tilde{G}^R_{ad}(t, t') = \int \frac{d\omega}{2\pi} \frac{e^{-i\omega(t-t')}}{\omega - h_{HF}(t) + i\eta}.$$  

(71)

In this way we generate a self-consistent equation for $\Sigma(t) = \Sigma[\rho(t), h_{qf}(t)]$. In practice at the nth time step we determine $\rho(t_{n+1})$ from equation (43), then calculate $h_{qf}(t_{n+1})$ using $\Sigma(t_{n+1}) = \Sigma(t_n)$, hence $\tilde{G}^R_{ad}(t_{n+1}, t')$ and finally the new $\Sigma(t_{n+1})$. This procedure is repeated a few times to achieve convergence. We point out that propagator used in the
evaluation of $T_{\text{ad}}$ is $G^R$ and not the adiabatic $\tilde{G}_{\text{ad}}^R$. The latter is only an auxiliary quantity to evaluate $\tilde{\Sigma}(t)$.

In CHEERS the quasi-particle Hamiltonian used for $G^R$ reads

$$h_{\text{qp}} = h_{\text{HF}} - (i/2)(\alpha_{\text{emb}} \Gamma_{\text{emb}} + \alpha_{\text{ion}} \Gamma_{\text{ion}}) + \alpha_{\text{ad}} \tilde{\Sigma},$$

(72)

where the parameters $\alpha_{\text{emb}}, \alpha_{\text{ion}}, \alpha_{\text{ad}}$ can be set to either 0 or 1.

### 6. Concluding remarks

To the best of our knowledge, CHEERS is currently the only code which combines *ab initio* methods with NEGF to calculate the nonequilibrium dynamics of molecular systems. CHEERS has already been used to study the charge dynamics of molecular junctions [21], time-resolved photoabsorption of noble gas atoms [38, 76], charge separation in donor-acceptor complexes [39], charge migration in organic molecules [40] and time-resolved Auger decays [41]. The code handles inputs obtained in any basis and can perform all-electrons as well as pseudopotential calculations.

Currently, dynamical correlations are included at the level of the 2B approximation for the self-energy, although the scaling of the computational cost remains identical using a statically screened electron–electron interaction for the exchange and second-order diagrams [39]. Self-energy approximations like GW or T-matrix would restore the cubic KBE scaling with the number of time steps unless a GKBA for $W$ or $T$-matrix is provided, an advance which would be of utmost theoretical and computational value.

So far CHEERS simulations involving photoionization processes have been performed using the KS continuum states generated either by the Quantum Espresso code [69] (planewave basis) or by the Octopus code [74] (grid basis). Another promising alternative consists in using a B-spline basis [77, 78]. In a recent work, the B-spline basis has been combined with the algebraic diagrammatic construction method to calculate the attosecond pump-probe spectrum of carbon dioxide [79].

Another limitation of CHEERS is that the nuclear positions are kept fixed during the time evolution. Work to include harmonic effects through a full self-energy [80] evaluated with *ab initio* frequencies and electron-nuclear couplings is in progress. We are also planning to implement the semiclassical Ehrenfest dynamics which requires to calculate all one- and two-electron integrals along the nuclear trajectory. This extension of CHEERS is especially relevant to access the subpicosecond timescale (10 ⊗ 100 fs) typical of charge transfer and charge separation processes.
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